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Abstract: Offline handwritten signature system works on the scanned image of a signature. Offline handwritten 

signature verification is a two class pattern recognition problem. For our experimentation purpose, we have developed 

offline signature datasets of with genuine and forged signature samples. Some commonly used geometric features were 

extracted from the signature datasets. Sequential Minimization Optimization algorithm with different kernels and Naive 

Bayes were used as the classification techniques. Performance analysis of different classification techniques is also 

discussed in terms of False Acceptance Rate (FAR) and False Rejection Rate (FRR). 
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I. INTRODUCTION 

Signature has been a distinguishing feature for person 

identification through ages. Signature is widely used as a 

token for authorization, which necessitates a technique for 

automatic verification. Approaches to signature 

verification fall into two categories according to the 

acquisition of the data: Online [1][2][3] and 

Offline[4][5][6] signature verification. In Online signature 

verification all the dynamic features such as motion of the 

stylus while the signature is produced, number of strokes, 

velocity, acceleration and pen pressure etc are recorded. 

These dynamic characteristics are specific for each person 

and are very stable and repetitive in nature. Offline data is 

a 2-D scanned image of the signature. In today‘s 

infrastructure, signatures of a person are taken generally 

on paper. Due to absence of stable dynamic features, 

processing of offline data becomes extremely necessary 

and challenging. Age, illness, geographic location and to 

some extent the physical and emotional state of the person 

can cause variation in a person‘s signature making the 

problem more prominent. All these factors result into large 

intra-personal variation. A system has to be designed 

which can detect various types of forgeries [7] considering 

all these factors. The system should be neither too 

sensitive nor too susceptible. It should have a satisfactory 

trade-off between a low False Acceptance Rate (FAR) and 

a low False Rejection Rate (FRR). In this paper first, we 

have briefly described the pre-processing needed to apply 

on the signature images. Following section is the feature 

extraction. We have extracted 11 geometric features from 

the pre-processed signature images. Then, the 

classification techniques are detailed namely Sequential 

Minimization Optimization (SMO) algorithm with 

polynomial kernel, SMO algorithm with RBF kernel and 

Naïve Bayes classifier. Finally, we have analyzed the 

performance of all these three classification techniques. 

 

II. METHODOLOGY 

Initially two sets of Genuine and Forged signatures are 

obtained. After data acquisition, the signatures are pre-

processed [8][9]. Pre-processing is done to make images 

suitable for feature extraction. Relevant geometric features 

are obtained to distinguish signatures of different person 

from the pre-processed image. The geometric features 

obtained are used to train the system with different SVM 

classification techniques. Before classification, some 

parameters are optimized in classifiers to obtain better 

results. We have used different classification approaches 

such as SVM [10], Naive Bayes [11] technique for 

classification. In this paper a performance analysis of the 

results obtained are discussed in terms of FAR and FRR 

for different classifiers. A flow chart illustrating the 

various steps of signature verification is shown in Fig. 1. 

 
Fig. 1. Steps involved in Performance analysis of different 

classification techniques in Offline Handwritten Signature 

verification 
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III. PRE-PROCESSING 

Signature preprocessing is a necessary step to reduce the 

computational needs in feature extraction and 

classification. Preprocessing also helps to increase the 

accuracy in classification. The pre-processing stage 

primarily involves some of the following steps [8][9][12]: 
 

(1) Binarization: In this process, the input RGB image is 

converted into a binary image format. 

(2) Complement Binarization: Binary image is 

complemented for computational simplification by 

changing the background into black (OFF pixel) and 

foreground of the image into white (ON pixel). 

(3) Filtering: The noise that commonly occurs at the time 

of scanning is ‗salt-pepper‘ noise. Morphological 

cleaning [13] is done where every isolated ON pixel is 

removed in 8-neighbourhood of OFF pixels. Although 

before performing filtering dilation of image is done 

such that in 8-neighbourhood of ON pixels if there is 

any OFF pixel it is replaced by ON pixel. Here the 

morphology of the image   remains preserved.  

(4) Skeletonization: Iterative transformations are applied 

on binary image to obtain a thinned image which is of 

one pixel thickness keeping its morphology same. 

This process is termed as ‗Skeletonization‘ as the 

output image is a skeleton of the original image. 

IV. FEATURE EXTRACTION 

The accuracy of a pattern recognition system depends 

principally on the type of features extracted from the 

dataset. The main objective of feature extraction is to 

extract those features that will facilitate the classification 

algorithm to differentiate one class from the other 

accurately. An ideal feature extraction method uses 

minimal feature sets that are used to maximize inter-class 

variation between signature samples of different 

individuals while minimizing intra-class variation for 

those belonging to the same individual. Various extracted 

features are listed below [9][14][15][16]: 
 

(1) Aspect Ratio: The aspect ratio (A) is the ratio of width 

to height of the signature. The bounding box 

coordinates of the signature are determined and the 

width (Dx) and height (Dy) are computed using these 

coordinates. Aspect ratio A is given by: 

(2) 

x

y

D
A

D


 
(3) Slope of the off-diagonal points of the bounding box: 

If (x1,y1) and (x2,y2) are diagonally opposite points in 

the bounding box such that the diagonal so obtained is 

the off-diagonal of the bounding box of the signature 

image, then the slope m is given by 

2 1

2 1

y y
m

x x




  
(4) Maximum Pure Height: The height of each column of 

a signature sample after removing the vertical blank 

spaces is its pure height. From all the obtained pure 

heights, we choose the maximum value and it is 

known as the maximum pure height of the signature 

sample. 

(5) Maximum Pure Width: The width of the image after 

removal of horizontal blank spaces is called pure 

width. Maximum value of the pure with of all the 

rows of an image is its Maximum pure width. 

(6) Normalized area of the signature: Normalized area 

(NA) is the ratio of the area occupied by signature 

pixels to the area of the bounding box.  

NA = /(𝐷𝑥 𝐷𝑦 ), where   is the number of ON pixel. 

 

(7) Centre of Gravity: The Centre of Gravity of Signature 

pixel is the 2-tuple (X, Y) given by 

1 1

1 1
( ) &   (  )

n n

i i

i i

X x Y
N

y
N 

    

Where 𝑥𝑖  and 𝑦𝑖  represents the column number and row 

number of ON pixels respectively. 

 

(8) Slope of C.G. of Two Equal Halves of Signature 

Image: We divide the signature image within its 

bounding box into left and right halves and separately 

determine the centres of gravity of the two halves. It 

is seen that the slope of the line joining the two 

centres can serve as an effective feature to distinguish 

signatures. 

Let C.G. of both halve be (𝑥1 , 𝑦1) & (𝑥2 , 𝑦2) 

respectively. Let slope be m. 

Then,  

 

 
2 1

2 1

y y
m

x x




  
(9) Baseline-Shift: It is the difference between the 

vertical co-ordinates of centre of gravity of the two 

halves of signature normalized w.r.t vertical co-

ordinates of centre of gravity of the original signature. 

This indicates the overall orientation of the signature. 

If 𝑦1 & 𝑦2  are vertical co-ordinates of C.G. of two 
halves of the image and if 𝑦0 is vertical co-ordinate of 
undivided image, then, 

∆1=
𝑦1

𝑦0
 &  ∆2=

𝑦2

𝑦0
 

Baseline Shift = ∆2 − ∆1 

 

(10) Number of Cross-Points: Cross-point is a point in 

image where number of ON pixels in its 8-

neighbourhood pixels is three or more. 

(11) Slope of Optimal Line Obtained from Least Square 

Curve Fitting of Centre of Gravity of Each Column: 

Here least square curve fitting technique [17][18] is 

used to obtain the linear polynomial curve.  

If we denote data values as (x, y) and points on the 

fitted line as (x, f(x)) then sum of the error at the four 

data points (x1, y1) (x2, y2) (x3, y3) and (x4, y4) is given 

by 

       
2 22

i 1 1 2 2err = d =  f +  fy x y x   

     
2 2

3 3 4 4+  f +  fy x y x   

Our fit is a straight line so we substitute  

 f x = ax + b
 

  
 

2
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(11) Normalized Actual Signature Height: It is the actual 

height of the signature image after width 

normalization. The height of the column is obtained 

by calculating the distance between the first ON pixel 

and the last ON pixel of a particular column.  

V. VERIFICATION TECHNIQUES 

In this paper the performance of three different 

classification techniques are compared. These three 

classification techniques are: 

(1) SMO Algorithm using Polynomial Kernel 
(2) SMO Algorithm using RBF Kernel 
(3) Naive Bayes classification technique 

Offline Handwritten Signature is a two class problem-

Genuine and Forged class. Here we use SMO Algorithm 

[10][19][20] for SVM classification. Here two classes are 

separated using an optimal hyper-plane such that there is 

the largest margin between the bounding planes. There are 

two bounding planes. Bounding planes are those planes 

which pass through some samples on both classes 

If training set  
1

( , ) , { 1,1}
n

p

i i k ikx d x d


   ∣    

Where ix  is input feature of i
th 

sample and kd is the 

corresponding output for i
th

 sample. 

Separating Hyperplane is given by       

1 1 2 2 ... 0w x w x b     

 w 0T x b   

where, w is co-efficient vector of hyperplane & b is bias 

term. 

Here objective function to minimise is   

T

1

1
w wmin

, 2,

n

i

iC
w C


 

  

subject to ( ) 1 0i

T

i id w x b     & 0i   

C is a scalar value that controls the weightage  and i is a 

non-negative error associated with i
th

 sample. 

If ( )i ix x  is a mapping of input vector into higher 

dimensional kernel where data can be separated linearly 

easily then 

1 1 1

1
min ( ) ( , )

2

n n n
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u
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L u d d K x x u u u
  
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where ( , ) ( ) ( )T

i j i jK x x x x   is a kernel function.   &  

1

w
n

i i i

i

u d x


  

To calculate iu
 
SMO algorithm is implemented. 

( (w ) 1) 0T

i i i iu d x b      

For 0iu  , (w ) 1 0T

i i id x b     as here only b is 

only unknown term, it can easily be computed by 

substitution. 
 

Kernels and classifiers used during experimentation: 

 

(1) SMO Algorithm using Polynomial Kernel: 

For Balanced Training Set (when number of genuine and 

forged training signature samples are equal)  

( , ) ( )T d

i j i jK x x x x  

where d is degree of polynomial 

For unbalance training set 

( , ) (1 )T d

i j i jK x x x x 
 

 

(2) SMO Algorithm using RBF Kernel: 

 2( , ) exp || ||i j i jK x x x x   

1
22




   

Where  is a free parameter, when 1          

 2( , ) exp || ||i j i jK x x x x    

Since it is exponential function, it can be expanded to 

infinite number of terms. Hence the dimension of RBF 

kernel for 1   is infinite and the space in which it maps 

feature vector is called Hilbert Space having dimension 

infinite. 

(3) Naive Bayes classification: In Naive Bayes 

classification technique instead of determining the 

distributions of distances between two feature vectors, 

each pair of corresponding bits in the test feature and 

training feature vectors are considered to be random 

variables.  It is also assumed that the pairs with 

respect to different positions in feature vector to be 

independent and distributed identically. Let feature 

vectors be 

1 2 3{ , , ,.... },nF f f f f and 1 2 3{ , , ,.... }nG g g g g  

The probabilities of i
th

 same-value bits in a genuine-

genuine pair and a genuine-forgery pair are computed 

using: 

=g

S,f =g
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P
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i i

f G

G

F G F G T
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g
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Where GT  & FT are the training sets of genuine and 

forged signatures. If we know the values of the bit pair for 

each feature, given (K,Q) the overall genuine-genuine and 

genuine-forgery probabilities are computed as the product 

of the probabilities for all feature pairs, i.e., 
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1

( | ) ( , )
n

S

j

P genuine Q P K Q


  

Where n is the total number of genuine signatures. 

Similarly for forged signature 

1

( | ) ( , )
n

D

j

P forged Q P K Q


  

VI. OPTIMIZATION OF PARAMETERS 

To obtain better accuracy features are to be normalized. 

Normalization of feature is given by 

min

max min

f f
a

f f




 

Where, 

f
a
 actual  value of particular feature 

min
f minimum value of a particular feature 

max
f maximum value of a particular feature. 

After normalization of SVM parameters - Soft Margin cost 

function C , degree of polynomial kernel d  and   for 

radial basis function kernel are optimized using 5 fold 

cross-validation. Here the Best-First Search Engine 

Algorithm[21] is applied to obtain Best-first set of values 

for C , d &   within the respective range of parameters  

for a given signature sample set to obtain best-first value 

of C , d & . A signature sample set consists of both 

genuine signature set of a person and forgery signature set 

of same signature one by different individuals. In our 

experiment, we have taken four different signature set. 

TABLE I 

DIFFERENT VALUES OF PARAMETER PUT INTO TEST TO 

OBTAIN OPTIMIZED VALUE OF PARAMETER 

Parameters 
Lower 

Limit 

Upper 

Limit 

Number 

of equal 

steps 

C  0.5 3 6 

d  1 3 3 

  0.02 0.1 5 

 

TABLE III 

OPTIMIZED VALUE OF PARAMETER FOR DIFFERENT 

SIGNATURE SAMPLES USING POLYNOMIAL KERNEL 

Signature 

Sample Set 

Optimized Parameters 

C  d  

Sample Set-1 0.5 1 

Sample Set-2 1 1 

Sample Set-3 0.5 1 

Sample Set-4 1 
2 (when only 4 

features used) 

TABLE IIIII 

OPTIMIZED VALUE OF PARAMETER FOR DIFFERENT 

SIGNATURE SAMPLES USING RADIAL BASIS FUNCTION 

Signature Sample 

Set 

Optimized 

Parameters 

C    

Sample Set-1 1 0.1 

Sample Set-2 1 0.06 

Sample Set-3 0.5 0.02 

Sample Set-4 1 0.1 
 

Here in all case for SVM non-negative error, 
121 10     

VII.  PERFORMANCE ANALYSIS 

TABLE IV 

FAR AND FRR OBTAINED WITH THE DIFFERENT 

CLASSIFIERS 

Classification Technique FAR FRR 

SMO Algorithm using 

polynomial kernel 
0 - 3.7038 

0 - 

2.2985 

SMO Algorithm using 

RBF kernel 
4.46 - 25.92 0 

Naive Bayes 
1.78 - 

11.116 
1.78 - 4 

 

We have observed that the highest accuracy obtained in 

our experimental environment is in case of SMO 

algorithm using polynomial kernel. We have also found 

Naive Bayes technique may be efficient when lesser 

number of training samples is available. Even though 

SMO algorithm uses complex mathematical concept, the 

accuracy is higher as compared to Naïve Bayes 

classification provided more number of training samples is 

available. SMO algorithm is most suitable for highly 

nonlinear dataset. It is also observed that if number of 

features is more, the best suited algorithm is SMO 

algorithm using linear kernel ( i.e. d=1). 

VIII.  CONCLUSION 

In this paper we have discussed feature based offline 

signature verification and compared the performance of 

different classification techniques under optimized 

condition. We have demonstrated that geometric features 

can successfully be used with different classification 

systems, to distinguish original signatures from forgeries.  

The major setback associated with signature authentication 

is the availability of limited data. The other challenging 

problem in signature verification is that it is difficult to 

develop one general system to classify every style of 

signatures because choice of features depends on the style 

of the signatures and hence different styled signatures will 

have different characteristics. Due to unavailability of 

skilled forgers during experimentation it becomes 

challenging to decide whether the system is efficient and 

effective for different type of forgeries. The use of One 

Class SVM algorithm may reduce the complexity of the 

system and improve accuracy. Inclusion of some local 

features can improve the accuracy. 
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