Detection of Brain Tumor by Mining fMRI Images
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Abstract: Brain tumor patients are increasing day-to-day. This paper proposes a novel approach to extract metabolite values from graph. Metabolites like NAA, Creatine, Choline and Cr2 are used to detect the brain tumor. Cho/NAA ratio plays most important role in deciding the tumor type so weights are assigned to each metabolite while clustering. Clustering algorithms could able to achieve accuracy up to 86%. Proposed system is based on decision tree algorithms which are proven to be better against clustering algorithms. Proposed system stores the metabolite values in dataset instead of storing fMRI images so reduces the image processing tasks and memory requirements.
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I. INTRODUCTION

Brain tumor is abnormal and uncontrolled growth of brain cells. Functional Magnetic Resonance Imaging (fMRI) provides detail information about brain tumor anatomy, cellular structure, making it an important tool for diagnosis [1].

372 people were diagnosed with Brain and Central Nervous System tumors in TATA Memorial Hospital in Mumbai, India. Out of 372, 250 were males (67%) and 122 were females (33%) [2].

National Cancer Institute estimates 22,070 new cases and 12,920 deaths in the US for 2009 [3]. According to Central Brain Tumor Registry of US (CBTRUS), 64,530 new cases of primary brain and central nervous system tumors diagnosed at the end of 2011 [4].

Estimated new cases are 23,130 and deaths are 14,080 from brain and other nervous system cancers in the United States in 2013 [5].

Sample MRI image is shown in Fig. 1 with four types of metabolites namely N-acetylaspartate (NAA), Creatine (Cr), Choline (Cho) and Methylene protons of creatine (Cr2). In proposed system metabolite values are extracted and computed Cho/NAA ratio which plays important role in brain tumor detection.

There is huge data in hospitals for brain tumor patients. This data is present in fMRI image format. This dataset can be mined to get knowledge. In proposed system metabolite values are extracted from fMRI images. Extracted values are stored in dataset. Memory requirement for brain tumor dataset is much less than fMRI images. Generated dataset is subjected to various clustering and classification techniques.

II. LITERATURE SURVEY

P. Rajendran and M. Madheswaran in [6] proposed association rule mining technique to classify the CT scan brain images. For this study three categories have been taken namely normal, benign and malign. Low level feature extracted from images and high level knowledge from specialists is combined into system.

Hasan Aydin, Nilay Aydin Oktay, Serdar Spaholu, Elif Altin and Baki Hekmolu in [7] evaluated proton MR spectroscopy
for brain tumor categorization. Brain tumors are classified into low-high grade glial neoplasms, menengiomas and metastasis. Brain tumors are categorized on the basis of Cho/NAA, Cho/Cr and Cho/MI metabolite ratios.

T. Logeswari and M. Karnan in [8] proposed segmentation based brain tumor detection. Proposed segmentation method has two phases. In the first phase, film artifact and noise are removed. In second phase, Hierarchical Self Organizing Map (HSOM) is applied.

G Vijay Kumar and Dr GV Raju in [9] proposed early prediction of brain cancer based on texture features and neuro classification logic. Nine distinct features along with minimum distance are used for brain tumor detection in given MRI image. Extracted region is recognized using neuro fuzzy approach.


III. PROPOSED SYSTEM

Proposed system takes fMRI images as an input. Extract values from fMRI graph and store it in dataset. Dataset can be used in clustering or classification. Overall working of proposed system is shown in Fig. 2.

A. Preprocessing

fMRI images contains metabolite values those can be used to detect the brain tumor type. Simple graph scanning method is used to extract the values from graph. Graph scanning algorithm is shown in Fig. 3.

1. Locate X-axis of MRI image. (X-axis is same for all MRI images i.e. in PPM with same scale)
2. Metabolite[0]=Location of 2 on X-axis as NAA metabolite always occurs at 2 PPM
3. Metabolite[1]= Location of 3 on X-axis as Cr metabolite always occurs at 3 PPM.
5. Metabolite[3]= Location of peak less than but near to 4PPM.
6. Take suitable scale value s from user.
7. For each m in Metabolite
   a) Scan along Y- axis until peak point is detected on MRI graph line.
   b) Compute distance between peak point and X axis.
   c) Temp=distance / 115.
   d) Result[m]=Temp × s.
8. End
10. End

B. Clustering and Classification Algorithms

Three algorithms are considered for brain tumor detection namely
1. Weighted K-means with Z-score ranking method
2. Functional trees algorithm
3. J48graft algorithm
First algorithm is unsupervised learning and last two are supervised learning algorithms. These three algorithms can be briefly described as

1. **Weighted K means with Z score ranking method**

   Accuracy of K-means algorithm depends on initial centroid selection and order of instances. This drawback is removed using Z-score ranking method to re-order the instances and select initial centroids [12]. Same algorithm does not work well in brain tumor detection because simple K-means with Z-score assigns same importance to all attributes i.e. metabolites. But in brain tumor detection the attribute Cho/NAA has more importance than other. So weight is assigned to each metabolite using equation 1.

   \[
   W = \frac{1}{\sigma^2}
   \]

   Where \( W \) is weight of attribute and \( \sigma \) is the standard deviation of attribute. Standard deviation can be calculated using equation 2.

   \[
   \sigma = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \mu)^2}{n-1}}
   \]

   Where \( \mu \) is mean value as

   \[
   \mu = \frac{\sum_{i=1}^{n} x_i}{n}
   \]

   Calculated weights are used in Z-score formula to provide the importance to each attribute. As per the need, one may choose some arbitrary weight to each attribute. The statistical Z-score ranking formula with weight is given by

   \[
   Z \text{ score} = \frac{(x_i-\mu)\times W_i}{\sigma}
   \]

   So using above Z-score formula the data is ranked with more importance to specified attribute.

   Proposed algorithm is combination of weighted K-means and Z-score ranking method. Not only Z-score formula is redefined but also distance formula is redefined as

   \[
   d = \sqrt{(x_1-x_2)^2 \times W_x + (y_1-y_2)^2 \times W_y}
   \]

   The proposed algorithm is described in Fig. 5

   - **Input**: \( K \)-number of clusters, \( D \)-dataset with \( n \) objects.
   - **Output**: A set of \( K \) clusters.

   1. Calculate Initial centroids using Z-score as

      a) Calculate weighted Z-score of each point using equation 4.
      b) Sort dataset based on Z-score values.
      c) Divide dataset into \( K \) subsets.
      d) Calculate mean value of each subset.
      e) Take any data point value as initial centroid which is nearer to calculated mean.

   2. (Re) assign each data point to cluster based on similarity. Similarity is calculated by equation 5.

   3. Update cluster mean as data point may move from one cluster to another.
   4. Go to step (2) until no change.

2. **Functional trees algorithm**

   Functional trees are implemented in weka. Functional trees are classification tree that could have logistic regression function at the inner node and/or leaves. Algorithm can deal with numeric and nominal attributes with missing values [13][16].

3. **J48 graft algorithm**

   J48 graft algorithm generates grafted C4.5 decision trees. Tree grafting technique increases predictive accuracy of a classifier [14-16].

**IV. EXPERIMENTAL RESULTS**

All the above algorithms are applied on brain tumor dataset generated using graph scanning method. The dataset consists of 76 instances out of which 21 instances are Benign, 22 instances are Mild, 19 instances are Malignant and 14 instances are Infection. Performance of Weighted K-means with Z-score ranking algorithm is compared with simple K-means, weighted K-means and K-means with Z-score. Weighted K-means with Z-score performs better with respect to other clustering algorithms. Clustering graphs for different flavours of K-means are shown in Fig. 6. Cho is considered along X-axis and NAA is along Y-axis. Clusters formed by proposed algorithm are better than others.

---

**Fig. 5** Weighted K-means based on Z-score Ranking Method [12]

**Fig. 6** Different flavours of K-means are plotted with Cho Vs NAA
The accuracy of each algorithm is calculated with respect to changing data instances. Proposed weighted K-means with Z-score performs well with respect to others as shown in Fig. 7.

![Accuracy of simple K-means, weighted K-means, K-means with Z-score and weighted K-means with Z-score respectively.](image)

Fig. 7 Accuracy of simple K-means, weighted K-means, K-means with Z-score and weighted K-means with Z-score respectively.

The accuracy weighted K-means with Z-score algorithm is compared with other supervised learning algorithms. So, we can conclude that whether unsupervised or supervised is better for detection of brain tumor. The graph is drawn in Fig. 8 for False Positive Rate, Precision, True Positive Rate, Area under Curve and Accuracy for 76 instances.

![Comparison of algorithms.](image)

Fig. 8 Comparison of algorithms.

The supervised algorithms FT and J48graft have accuracy 94.73%.

Different performance evaluation metrics can be applied to above algorithms. Weighted K-means with Z-score ranking is poor against classification algorithm as it has less TPR, Precision, AUC, ACC and more FPR. FT and J48graft have same TPR, FPR and ACC even then J48graft is best because it has higher AUC. Comparison of various evaluation metrics is shown in table 1.

**TABLE 1**

Comparison of algorithms based on Evaluation Metrics

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>FPR</th>
<th>Precision</th>
<th>TPR</th>
<th>AUC</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted K-means with Z-score</td>
<td>0.04</td>
<td>0.882</td>
<td>0.869</td>
<td>0.912</td>
<td>86.84</td>
</tr>
<tr>
<td>FT</td>
<td>0.02</td>
<td>0.951</td>
<td>0.947</td>
<td>0.966</td>
<td>94.73</td>
</tr>
<tr>
<td>J48graft</td>
<td>0.02</td>
<td>0.948</td>
<td>0.947</td>
<td>0.98</td>
<td>94.73</td>
</tr>
</tbody>
</table>

V. Conclusion

In the paper, performance of various clustering and classification algorithms is compared. For the study of brain tumor detection different variants of K-means could able to achieve accuracy between 50-86%. This much accuracy is not sufficient for medical application. Decision tree algorithms have performed better and quiet reliable for medical use. So, Author could conclude that supervised learning algorithms are more reliable than unsupervised learning algorithms in brain tumor detection. Author achieved 94.73% accuracy and 0.98 AUC using J48graft algorithm.
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