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Abstract: Wireless Sensor Networks (WSNs) have emerged as one of the most important research areas, with huge 

impact on technology enhancement. Large numbers of limited resource sensor nodes operate autonomously to 

collaborate and manage the wireless networks, through which critical raw data are collected and transmitted to the end 

users/decision makers. WSNs have been used in critical application scenarios, such as remote patient health monitoring 

system, home automation, sales tracking, enemy target monitoring and tracking and fire detection system, where the 

dependability of WSNs becomes very important. Such applications prefer to have complete and accurate data. But 

WSNs can be susceptible to anomalies due to cheap unreliable hardware and software, and unfavorable operating 

environment that can affect the network communication. These anomalies must be detected as they can cause failures 

in the network and hence affect quality of collected data. In this paper, we study the anomalies in WSN, desirable 

properties of anomaly detection techniques and analyze the various anomaly detection techniques for wireless sensor 

networks. 
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I. INTRODUCTION 

Wireless sensor networks (WSNs) have become a popular 

area of research in recent years due to their huge potential 

to be used in various applications. They have been used 

with success in critical application scenarios, such as 

remote patient health monitoring, environmental 

monitoring, structural monitoring of engineering structures 

and military surveillance, where the dependability of 

WSNs becomes an important factor. A number of sensors 

can be used to monitor and collect information from the 

environment and send the information to a central 

location. WSNs can be densely distributed over a 

geographical area and individual nodes can autonomously 

communicate and interact with each other over the 

wireless medium. They have limited computational and 

energy resource as they are usually small in size [1].The 

information obtained from the WSNs has to be accurate 

and complete. Analysis of data collected from sensor at 

timely manner is of high importance [2]. Raw data 

collected from the often suffer from inaccuracy and 

incompleteness. Inaccurate/incomplete data measurements 

of WSN are often known as WSN anomalies. The 

complex and dynamic characteristics of WSNs have made 

them vulnerable to anomalies. Anomalies are defined as 

observations that do not correspond to a well defined 

notion of normal behaviors [3]. Anomalies in WSNs can 

be caused by errors, malfunctioning/failure of nodes and 

attacks. It is important to effectively detect and respond to 

anomalies.   

 
 

The existing anomaly detection solutions for wired 

networks cannot be ported directly for WSN because of 

the complex and dynamic characteristics of WSNs. As 

WSNs are resource constrained networks, any 

protocols/methods used should make efficient usage of 

limited resources available in the network. As WSNs are 

used for many mission critical applications, any anomaly 

detection method used should be effective in terms of its 

accuracy, detection rate and false alarms. Anomaly 

detection methods used  in WSNs should be effective and 

efficient in utilizing the limited network resources. Any 

anomaly detection techniques should be: 

 Running all the time to detect real time 

anomalies. 

 Use distributed approach to make efficient usage 

of the    limited resources 

 Adaptive to the various changes in the topology 

of the WSN. 

 Exploit the data correlations (both spatial and 

temporal)   from close neighborhood.  

 Converting data of very high dimensionality into 

data of much lower dimensionality such that each of the 

lower dimensions conveys much more information. 

That means the desirable properties of any anomaly 

detection techniques should be real-time, distributed, 

adaptive with provision to reduce data dimension and 

exploit correlation. 
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In this paper, we look at i) anomalies in WSN. ii) desirable 

properties of anomaly detection techniques iii)compare the 

effectiveness and efficiency of the different techniques. 

The rest of paper is organized as follows: Section II 

describes the anomalies in WSN and requirements of 

anomaly detection techniques. Section III gives 

information about different categories of anomaly 

detection techniques designed for WSN. Section IV 

compares various detection techniques proposed in the 

literature. Section V concludes the survey. 

II. ANOMALY DETECTION IN WSN 

The complex and dynamic characteristics of WSNs have 

made them vulnerable to anomalies.  Anomalies are 

observations that do not correspond to a well defined 

notion of normal behaviors. [3].In WSNs, anomalies can 

occur in the nodes, networks, transmission channels and 

application data and can be caused by systematic errors, 

random errors and malicious attacks. For instance, WSNs 

may be deployed in a hostile and inaccessible location, 

maintenance on the network components is impossible. 

These nodes usually operate unattended over a long period 

of time until the battery depleted. Node failure can cause 

the networks to be unavailable. The networks are also 

susceptible to systematic hardware failure, random 

hardware and communication errors, and malicious 

attacks. The different types of the anomalies in WSNs are 

as following. 

A. Types of anomalies 

Anomalies in WSNs can be [4] classified into three broad 

categories. 

 Node anomaly 

 Network anomaly 

 Data anomaly             

Node Anomalies occur due to fault at single node. Main 

reason behind this anomaly is battery issue, i.e. battery 

failure or depletion. The node fault occur due to 

deployment of nodes in harsh environment 

 Unlike node anomalies, the network Anomalies can occur 

at group of nodes. These are mainly communication 

related problem. The sensor nodes communicate with each 

other and if that communication is interrupted due to some 

reasons then network anomaly occurs. Malicious attacks 

such DOS, sinkhole, balckhole, selective forwarding & 

wormhole attacks contributes to the occurrence of network 

anomalies. 

       Data Anomaly occurs when there are some 

irregularities are present in the sensed data. Some security 

breaches can also lead to anomalous data. Data anomalies 

are of three types 

 Temporal  

 Spatial  

 Spatial temporal 
 

Temporal anomaly at a single node location due to 

changes in data values over time. Spatial anomaly at a 

single node location due to comparison with neighboring 

nodes. Spatiotemporal anomaly detected through a number 

of node location due to changes in data value over time 

and space. 

B. Challenges of Anomaly Detection Techniques in WSNs 

 Challenges faced by any anomaly detection techniques 

are : 

 Resource constraints of WSN 

 High communication cost 

 Distributed streaming of data  

 Dynamic network topology, mobility, 

heterogeneity of  nodes and frequent communication 

failures 

 Large-scale deployment  

C. Desirable Properties of Anomaly Detection in WSNs 

Following are the desirable properties of anomaly 

detection techniques. 

a. Data Dimension Reduction: Due to resource restriction, 

it is necessary to adapt some strategies to reduce the 

amount of data that are transmitted in the WSN. 

Minimizing complexity in terms of communication and 

computation is critical. In WSNs, data streams can be 

univariate or  multivariate. Univariate streams are 

represented by a set  of values read by a unique type of 

sensor, e.g., a sensor node that monitors only 

environmental temperature. On the other hand, 

multivariate streams are represented by a set of values 

coming from different sensors of the same sensor node, 

e.g., a node that monitors temperature, pressure and 

humidity simultaneously, or by a set of measurements 

coming from the same sensor type located in different 

sensor nodes, e.g., a node that processes data from 

different nodes monitoring only temperature. The 

transmission of multivariate data causes excessive network 

delay, node energy consumption and reduces the network 

lifetime resulting in node and network anomalies. Thus it 

important to have the multivariate data dimensionality 

reduction to diminish network delay, reduce energy 

consumption and prolong the network lifetime. 

b. Real-Time Detection: It is desirable for a detection 

algorithm to be able to detect anomalies in real-time or 

near real-time. This is particularly important for sensor 

systems corresponding to temporary deployments (as it 

might not be as useful to detect anomalies once the 

deployment is over) and those monitoring hazardous 

natural phenomena (e.g., spread of contaminants in aquatic 

ecosystems), where prompt detection (and reaction) can be 

essential for reducing loss of life and money. To minimize 

the delay time and to ensure data integrity online anomaly 

detection is preferred. Online anomaly detection 

techniques should be light weight  to cope with the 

resource limitations of WSN. The detection cost in terms 

of computation and communication should be minimal.  
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c. Architectural structure: Existing anomaly detection 

techniques mainly use either centralized or distributed or 

local approach for detecting the anomalies.  

 

i) Centralized approach: In centralized detection, the 

anomaly detection is performed at the base station. WSNs 

collect information from the sensor nodes and send it to 

the base station to be processed and analyzed. The 

anomaly detection techniques can utilize this information 

to detect any missing data or data anomalies collected. A 

base station usually has more resource available to use 

more complex traditional detection algorithms to improve 

the accuracy. It also has more storage to log historical data 

which can assist in detecting anomalies. However, 

additional information, such as number of hops traversed, 

may be required to pinpoint the cause of data anomalies or 

detect any malicious attacks such as sinkhole attack in 

WSNs. This additional information can create a high 

volume of data transmission in the network and can 

congest the network. In WSNs, communication consumes 

more energy than local processing. Clustering technique 

has been proposed to reduce the communication overhead 

by sending only aggregated data. Clustering the data can 

reduce the size and number of the packet in the network, 

but it also removes information necessary for detecting the 

cause of the anomalies. This centralized approach may 

also affect time to resolve the anomalies as the base station 

can be very far away from the anomalous nodes. 

 

ii) Distributed approach: In distributed approach, the 

detection agent is installed in every node. It monitors the 

behavior of neighboring node within its transmission range 

locally to detect any abnormal behavior. To perform a real 

time anomaly detection, some rule based detection 

techniques are used in a node. Node listens promiscuously 

to neighboring nodes within its transmission range to 

collect data necessary for anomaly detection. The 

collected data will be analyzed to detect any deviation 

from normal behavior using neighboring historical data 

stored in the memory. Once anomalies have been detected, 

an alarm is sends to alert the base station or neighboring 

nodes.   

iii) Local  approach: In some methods, node at their own         

level within their scope detect the anomalies.  

    It is clear that centralized techniques incur high 

communication overhead in transmitting the whole data 

for detection in the centralized location. As mentioned 

before, most of sensor energy is consumed in transmission 

rather than processing. Therefore, distributed detection is 

preferable in order to minimize the energy consumption. 

But distributed approach needs consider two factors i) the 

amount information needs to be stored in the memory to 

perform the anomaly detection ii) energy required to listen 

to the network promiscuously to perform the detection 

periodically or continuously.  

d. Adaptability with Dynamic Data Changes: As the data 

is being continually generated and transmitted in WNS, 

large volumes of data can quickly accumulate and lead to 

a bottle-neck in the analysis necessary to gain knowledge. 

Such data analysis is used to build normal data behavior 

models, so as use same models to detect the anomalies. It 

is therefore desirable to automate the processing of such 

continually streaming data, in order to detect those points 

that are of genuine interest to build and continuously 

update the data behavior model. However, due to the 

severe resource constraints in WSNs hardware and long 

unsupervised operations, the key challenges remain to be 

the development of lightweight methods that able to 

efficiently detect changes in context under constrained 

computational resources. 

e. Spatial/Temporal Correlation Exploitation: Sensor data 

measurements are characterized by high attribute, spatial 

and temporal data correlations. The spatial and temporal 

correlation among sensor observations is significant and 

unique characteristics of WSN which can be exploited to 

drastically enhance the overall network performance.  

III. ANOMALY DETECTION  TECHNIQUES 

DESIGNED FOR WSN 

Anomaly detection techniques for WSNs can be 

categorized into statistical-based, nearest neighbor-based, 

clustering-based, classification-based approaches. 

A. Statistical - Based Anomaly Detection  Techniques 

These techniques build data reference model and evaluate 

each data pattern with respect to that reference model. Any 

deviation from the reference model is considered as 

anomaly. There are two types statistical based techniques 

i) parametric ii) non parametric techniques. In parametric 

techniques, known data distribution builds reference 

model against which parameters are evaluated. In non-

parametric, as data distribution in not known a priori, 

some distribution estimation methods are used to build the 

reference model against which parameters are evaluated.  

Limitations 

 Dynamic nature of WSN makes it difficult to 

select appropriate threshold value for evaluation. 

 Non-parametric statistical models are not that 

suitable for real time applications. 

 Computational cost of handling multivariate data 

is more. 

B. Nearest-Neighborhood Based Anomaly Detection 

Techniques 

 Methods based on data mining and machine learning are 

used for anomaly detection. These techniques use some 

data measurement methods to differentiate normal or 

anomalous  data patterns. 

Limitations 

 Computational cost of handling multivariate data 

is more. 

 Not scalable. 

C. Clustering Based Anomaly Detection Techniques 
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 A cluster is said to be anomalous if it is distant from other 

clusters in data set[5].Each node builds a local reference 

model (LRM) and sends it to its cluster head(CH). Upon 

receiving such LRMs from its nodes, CH constructs a 

global reference model (GRM) from LRMs. After that CH 

sends GRM  to all its cluster members and summary of 

GRM to base station. Upon receiving GRM each cluster 

member uses same for detecting anomalies locally. Base 

station use GRM summary to differentiate normal or 

anomalous clusters. 

Limitation 

 Dynamic data streaming often outdate the LRM 

and it turn GRM, so there is need for both have  to be 

updated  continuously. Updating reference model  

involves   lot of communication overhead and is also 

computationally expensive 

 Because of high computational complexity 

involved in measuring distance specially among 

multivariate data patterns, anomaly detection is expensive. 

D. Classification-Based Approaches 

Classification approaches are important systematic 

approaches in the data mining and machine learning 

community. They learn a classification model using the set 

of data instances (training) and classify an unseen instance 

into one of the learned (normal/anomalous) class (testing). 

The unsupervised classification-based techniques require 

no knowledge of available labeled training data and learn 

the classification model which fits the majority of the data 

instance during training. 

The one-class unsupervised techniques learn the boundary 

around the normal instances while some anomalous 

instance may exist and declare any new instance falling 

outside this boundary as an outlier. The classifier may 

need to update itself to accommodate the new instance that 

belongs to the normal class. In existing anomaly detection 

techniques for WSNs, classification-based approaches are 

categorized into support vector machines (SVM)-based 

and Bayesian network-based approaches based on type of 

classification model they use.  

i) Support Vector Machine-Based(SVM) Approaches: 

SVM techniques separate the data belonging to different 

classes by fitting a hyperplane between them, which 

maximizes the separation. The data is mapped into a 

higher dimensional feature space where it can be easily 

separated by a hyperplane. Furthermore, a kernel function 

is used to approximate the dot products between the 

mapped vectors in the feature space to find the hyperplane. 

 

ii) Bayesian Network-Based Approaches: Bayesian 

network-based approaches use a probabilistic graphical 

model to represent a set of variables and their probabilistic 

independencies. They aggregate information from 

different variables and provide an estimate on the 

expectancy of an event to belong to the learned class. They 

are categorized as naive Bayesian network, Bayesian 

belief network, and dynamic Bayesian network approaches 

based on degree of probabilistic independencies among 

variables. Naïve Bayesian networks techniques capture 

spatio-temporal correlations among sensor nodes. 

Bayesian belief network techniques consider the 

correlations among the attributes of the sensor data. 

Dynamic Bayesian networks techniques consider the 

dynamic network topology that evolves over time, adding 

new state variables to represent the system state at the 

current time instance. 

Limitation 

 Techniques are computationally expensive.  Not 

suitable for online anomaly detection. 

 Some techniques are not adaptive. 

 Non scalable to handle multivariate data. 
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IV. ANALYSIS OF CURRENT ANOMALY 

DETECTION TECHNIQUES 

       In section we are going to analyze the existing 

anomaly detection techniques based on the desirable 

properties specified in the section II . The evaluation is 

given in Table 1. 

 
Table 1: Evaluation of Current Anomaly Detection Techniques 

 

[8,27, 28,29,33,34] do fulfill all the desirable properties, 

but  till do not represent optimal anomaly detection 

solutions for  WSNs for some reasons. As [8] is 

parametric-based, finding the correct threshold is difficult 

due to dynamic nature of  WSN.[27,28,29,33,34] SVM 

based classification techniques. In these, computation cost 

is high, so they are not suitable for real- time applications 

of WSN. 

The major observations from Table 1 are as following: 

 Most of the WSN applications deal with 

multivariate data. Processing and transmission of 

multivariate data are costly operations. So there is need 

definite need for data dimension   reduction. But only few 

techniques apply data reduction   techniques prior to 

detection process. 

 Most of the anomaly detection techniques are 

distributed in nature. But there are some concerns like 

i)the amount information needs to be stored in the memory 

to perform the anomaly detection ii) energy required to 

listen to the network promiscuously to perform the 

detection periodically or continuously. 

 Most of the anomaly detection techniques are 

offline and few them are online. Offline techniques are not 

useful for real-time applications. Online techniques should 

be light-weight to cope with resource constraints of 

WSNs. 

 Very few anomaly detection techniques adapt to 

the   dynamic data streaming feature of WSNs. 

 Few anomaly detection techniques exploit  the 

temporal and spatial correlation among the data to reduce 

the data dimension and hence improve the detection 

accuracy. 

V. CONCLUSION 

        In this paper, we address the problem of anomaly 

detection in WSNs. We also provide information about 

anomalies in WSNs, desirable properties of any anomaly  

detection techniques designed for  WSNs. Furthermore, 

we present a comparative table to compare these 

techniques in terms of their capability to fulfill desirable 

properties of anomaly detection techniques. The 

shortcomings of existing techniques for WSNs clearly 

calls for developing anomaly detection technique, which 

takes into account multivariate data and the dependencies 

of attributes of the sensor node, provides reliable, real-

time adaptive detection while considering unique 

characteristics of WSNs. 
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