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Abstract- In this paper, Face Recognition is performed using 2D Principal Component Analysis based dimension 

reduction technique. 2DPCA is the traditional matrix based feature extraction method. 2DPCA essentially work on the 

facial image matrixes only in one or two direction. The projection vectors based on eigen values are compared by 

Euclidean distance, City Block distance, Mahalanobis and Covariance Similarity measures. Face recognition is 

performed for unique identification.  Proposed methodology is fusion of two stages – Feature extraction using 2D 

principle component analysis and recognition using classifiers. For experiment ORL Face database is used. In this 

database 10 face images of 40 persons each are provided. So as a whole 400 face images are obtained. This database 

provides images which vary on the basis of pose, illumination, beard, moustaches, and glasses. 2DPCA with City Block 

distance is giving best result. 
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I. INTRODUCTION 

In the last years, Face Recognition as the most successful 

applications of image analysis and computer vision. 

Biometrics is widely adopted in various applications areas 

such as access control, remote login, border control, etc, 

since it provides unique identification. Biometrics is used 

for privacy and security concern arises. Recognition 

implies the tasks of identification or authentication. 

Identification involves a one-to-many comparison. 

Authentication involves a one-to-one comparison. In a 

face recognition system, 3 steps includes: Face detection, 

feature extraction & face recognition. 

Feature Extraction Methods involved two based method 

are vector based and matrix based methods. In the vector 

based methods the 2D facial image matrix must be 

transformed into 1D vector. PCA and LDA are two well  

known vector based methods for feature extraction. This 

method is very time consuming as well as include a large 

scale scatter matrix. In matrix based methods directly 

deals with matrixes do not need the matrix to vector 

coversion.2DPCA is matrix based method which work on 

image matrices for feature extraction.   

 

2DPCA was proposed by Yang et al. 2DPCA has the 

lower dimensionality than that of PCA. 2DPCA is more 

efficient than PCA.2DPCA directly extract the feature 

from the matrix by projecting the image matrix along the 

projection axes that are the eigen vectors of the image 

scatter matrix. 

 

Based on various studies and survey work, a face 

recognition system can be categorized as shown in fig 1. 

II. RELATED WORKS & BACKGROUND 

Two-dimensional principal component analysis 

(2DPCA)[1] has been proposed and been widely applied 

in face recognition. Different from the classical PCA, 

2DPCA takes a 2D-matrix-based representation model 

rather than simply the 1D-vector-based one. And image 

covariance matrix is constructed directly from the 2D 

image matrices. Since the size of image covariance matrix 

is much smaller,2DPCA can evaluate the matrix 

accurately and computational more efficiently than 

PCA[2]. 

Principal Component Analysis is widely used linear 

subspace image based dimensionality reduction technique. 

Eigen features calculated here are eigenfaces. Face image, 

in the form of image vector, is appended column wise. 

Then the average vector is computed that represents a 

mean face. Also, a difference vector is computed for each 

user to qualify the differences to the mean face. Then the 

covariance matrix of the difference vectors is computed. 

Finally, principal axes can be obtained by eigen 

decomposition of covariance matrix. The first N 

eigenvectors presenting the highest eigen values will be 

retained and represents the most significant features of 

faces. Finally, each user model is represented as a linear 

combination (weighted sum) of coefficients corresponding 

to each eigenface [3].  

Turk et. al. [4] developed face recognition using eigenface 

techniques. The term eigenface is used because 

mathematical algorithms using eigenvectors represent the 

primary components of the face. 
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Fig.1 Categories of methods involved in Detection\Recognition system. 

Weights are used to represent the eigenface features so a 

comparison of these weights permits identification of 

individual faces from a database. Against performance 

degradation due to uncentered face image, head 

orientation and rotation is performed. 

Lee et al. [5] proposed a method using PCA to detects and 

recognize the head of an individual in a complex 

background. 

Kohonen et. al. [6][7] describe an associative network 

with a simple learning algorithm that can recognize face 

images and recall a face image from an incomplete or 

noisy version input to the network.  

Fischler et. al. [8], gave algorithm that used local feature 

template matching and a global measure of fit to find and 

measure facial features automatically. Fleming et. al. [19] 

extends these ideas using nonlinear units, training the 

system by back propagation.  

Yuille et. al. [9] proposed deformable templates 

techniques, where models of the face and its features are 

determined by interactions with the face image. 

Connectionist approaches to face identification seek to 

capture the configurationally nature of the task.  

Kanade et. al. [10] proposed system in which all steps of 

the recognition process were automated, using a top-down 

control strategy under a generic model of expected feature 

characteristics. His system calculated a set of facial 

parameters from a single. 

Moghaddam et. al. [11] suggested Bayesian PCA in which 

the Eigenface Method based on simple subspace-restricted 

norms is extended to use a probabilistic measure of 

similarity. Also, this method uses the image differences in 

the training and test stages. The intrapersonal difference 

and extra personal differences are calculated. Test image is 

compared with training images for smallest distance. 

Chung et al. [12] suggested the use of PCA and Gabor 

Filters together. Their method consists of two parts: In the 

first part, Gabor Filters are used to extract facial features 

from the original image on predefined fiducially points. In 

the second part, PCA is used to classify the facial features 

optimally.  

Sahoolizadeh et. al. [13] fused PCA and LDA for 

maximizing between class separability. For improving the 

capability of LDA when a few samples of images are 

available and neural classifier is used to reduce number 

misclassification caused by not-linearly separable classes. 

Baek et. al. [14] used PCA and ICA over FERET face 

database and found that when a proper distance metric is 

used, PCA significantly outperforms ICA on a human face 

recognition task. 

Moghaddam et. al. [15] used the Eigenface Method on 

human faces for applications such as video telephony, 

database image compression and face recognition. 

III. METHODOLOGY 

An image space can be thought of as a space having 

dimensions equal to the number of pixels making up the 

image and having values in the range of the pixels values.  

For gray scale images, dimension could have a value in 

between 0 and 255. 

When all the face images are converted into vectors, they 

will group at a certain location in the image space as they 
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have similar structure, having eye, nose and mouth in 

common and their relative position correlated. This 

correlation is the main point to start the eigenface analysis. 

The Eigenface method tries to find a lower dimensional 

space for the representation of the face images by 

eliminating the variance due to non-face images; that is, it 

tries to focus on the variation just coming out of the 

variation between the face images. 

Eigenface method is the implementation of Principal 

Component Analysis (PCA) over images. Fig. 2 shows the 

flow chart of PCA Algorithm. In this method, the process 

of PCA each block is explained by mathematical 

expression and calculation in below. The features of the 

studied images are obtained by looking for the maximum 

deviation of each image from the mean image. This 

variance is obtained by getting the eigenvectors of the 

covariance matrix of all the images [5]. 

The eigenface space is obtained by applying the eigenface 

method to the training images. Later, the training images 

are projected into the eigenface space. Next, the test image 

is projected into this new space and the distance of the 

projected test image to the training images is used to 

classify the test image [12].  

  

 
 

Fig. 2 Flow chart of 2DPCA Algorithm 

3.1 Mathematical Expression for Feature Extraction By 

using 2DPCA 

In this paper, Principal Component Analysis with 

improved version i.e. 2DPCA is used for feature 

extraction. Here dimensionality of a data set is reduced 

and variations in the data set are unaltered. Here face 

images are taken as matrices and then all of them 

vectors are appended to form array. It increases 

recognition rate also. Feature Extraction technique is 

described as below- 

 

1) Training Phase 

a) Image  

 

Mean Image Calculation 

Training Dataset 

Face Database formation 

Face Acquisition 

Difference Matrix 

(Difference of each 2-D 

image matrix with Mean 

Image matrix) 

Eigen Vector and Eigen 

Value Calculation 

Weight Matrix 

Eigen Face Space Training 

Images 2-D Projection Matrix 

Covariance Matrix 

Test Image 

Simillarity Measurement 

{L1 norm or L2 norm or Covariance} 

Output Face Image 

Difference Matrix 

(Difference of 2-D test 

image matrix with 

Mean Image matrix) 

 

Weight Matrix 

Eigen Face Space Test Image 

2-D Projection Matrix 

Appending M numbers of 

2-D image matrices page 

wise to form an array 

Selecting d numbers of 

highest eigen vectors (d < M) 
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  All 320 training facial images which are under 

training database are of size 92x112 pixels. These 

images are then cropped into 48x42 pixels. Now all 

cropped images are page wise appended to form array.  

 

b) Face Mean Calculation 

 Now mean of the array is calculated 

 

Ψ =
1

N
 Γi

N

i=1

 (1) 

 

This 2D matrix is the arithmetic average of the training 

images at each pixel point and its size is also (48x42) 

pixels. 

 

c) Mean subtracted image 

Then each of the left and right half training images is 

subtracted from mean image. 

 Φ = Γ – Ψ (2) 

  Its size is (48x42). 

 

d) Variance Array Calculation 

  All of these mean subtracted images for left and 

right halves, i.e. variance of each image, are appended 

to form an array represented by A. Its size is 

(48x42x320). 

 

e) Covariance Matrix 

Covariance of each variance matrix is calculated which 

is product of variance matrix with its transpose. 

 Χ = Α
T
 Α = 

1

N
 Φi

TN
i=1  Φi  (3) 

 

 Then covariance matrices of all facial images are 

added. Hence for both halves face image covariance 

matrix size will be (42x42). 

 

f) Eigen values & Eigen vectors calculation 

Eigenvectors vi and eigenvalues μi of X are calculated 

as 

 X ⋅νi = μi ⋅νi (4) 

 The value of X is put in this equation, 

 Α
T
 .Α. νi = μi ⋅νi (5) 

The necessary matrix arrangements are made, 

 Α
T
 .Α ⋅ Α ⋅ νi = μi ⋅ Α ⋅ νi (6) 

 

 Χ ⋅ Α ⋅ νi = μi ⋅ Α ⋅ νi (7) 

  Now replace  Α ⋅ νi with υi  

 Hence υi = Α ⋅ νi  is one of the eigen vector of X and 

its size is same as X i.e (42x42). 

 Also there will be 42 numbers of eigen values and 

it will be in the form of (42x42) diagonal matrix. 

  Eigen vectors corresponding to highest eigen values 

are selected. 

 

g) Eigenface Matrix calculation 

  It is product of variance of each face image with d 

numbers of highest eigen vectors. 

 Φ = A. υ (8) 

It will be of size (48x20x320). Here we are taking 20 

highest eigen values. 

 

h) Projected train matrix calculation 

  

 ωk= φ
T
. Ai (9) 

  where i= 1, 2, 3……320 

 And on selecting and appending only projected 

training matrix will be of size (20x42x190). 

 

2) Testing Phase: 

a) Test image 

Facial images which are under test is also of size 

92x112 pixels. This image is then cropped into 48x42 

pixels.  

 

b) Mean subtracted image 

 The cropped left and right half test face image, Γt is 

subtracted from mean image of database, 

 Φt = Γt – Ψ (10) 

  Its Size will be (48x42). 

 

c) Projection test matrix calculation 

Projected Test image is calculated from eigen face 

matrix. 

 ωt = φ
T 

. Φt (11) 

It will be of size (20x42) 

 

3) Classification 

Testing image can be classified with training images 

by calculating the distance or similarity measures 

between the projected train matrix and projected test 

matrix. In this paper it is performed by below 

mentioned four techniques, 

Euclidean 

Distance 

𝛿𝑘

=   ( 𝜔𝑘 𝑖,𝑗 − 𝜔𝑡 𝑖,𝑗 )2 

            

(12) 

 

CityBlock 

Distance 

𝛿𝑘
=  ( 𝜔𝑘 𝑖,𝑗 − 𝜔𝑡 𝑖,𝑗 ) 

            

(13) 

 

Mahalano-

-bis 

Distance 

 δ𝑘 =  𝜔𝑘 𝑖,𝑗 − 𝜔𝑡 𝑖,𝑗  𝑋
−1(𝜔𝑘 𝑖,𝑗 − 𝜔𝑡 𝑖,𝑗 )′ (14) 

 

Covariance 

Similarity 
𝛿𝑘 =

𝜔𝑘 𝑖,𝑗

 𝜔𝑘 𝑖,𝑗 
 .

𝜔𝑡 𝑖 ,𝑗

 𝜔𝑡 𝑖 ,𝑗 
             

(15) 
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Where k=1, 2…320, i =1, 2…..20 and j=1, 2…..42. 

And X is covariance in this method. 

 

4) Recognition 

At this stage, test image is recognized with training 

image. To carry out this task, simply minimum value 

of fused score s is found in case of first 3 measures 

which are distance measurement. And find maximum 

value for last measure which is similarity 

measurement. 

 output = min(s) (16) 

Its location reflects the facial image under test 

IV. EXPERIMENT AND RESULT 

In this paper, Olivetti and Oracle Research Laboratory 

(ORL) face database base is used. The database 

contains 400 images, 40 persons with 10 images each 

shown in fig. 3.1.  Out of 10, 8 face images of each 

person are taken for training and 2 images are taken for 

testing. Above mentioned all three, Euclidean distance, 

City Block distance, Covariance and Mahalanobis to 

perform classification is incorporated. The mean 

image, test and finally reconstructed output image by 

2DPCA, is as shown in fig 3.2, fig. 3.3 & fig. 3.4. On 

the basis of results table 4.1 is drawn, comparing 

results of four modes of classification techniques. And 

Table 4.2 is comparison of recognition rates by varying 

eigen values. 

    

 
Fig. 3.1 ORL Face Database         Fig. 3.2 Mean Image 

 

 
Fig 3.3 Test Image and Output Image 

Table 4.1 

Comparison of Recognition Rate on ORL Face database. 

Distance 

Measurement 

No. of 

Training 

No. 

of 

test  

Correct 

Outputs 

Recognition 

Rate 

Euclidean 320 80 76 95% 

City Block 320 80 77 96.25% 

Covariance 320 80 51 63.75% 

Mahalanobis 320 80 42 52.5% 

Table 4.2 

Comparison of Recognition rate by varying eigen values 

D Euclide

an 

City 

Block 

Covarianc

e 

Mahala

nobis 

20 95% 96.25% 63.75% 52.5% 

30 95% 96.25% 16.25% 52.5% 

40 95% 96.25% 2.5% 51.25% 

50 95% 96.25% 3.25% 51.25% 

60 95% 96.25% 3.25% 51.25% 

V. CONCLUSION 

The paper presents a face recognition approach using 

2DPCA and various classification techniques. ORL face 

database has been used for face database. The result is 

compared for City Block distance, Euclidean distance, 

Covariance and Mahalanobis distance. Results are 

compared for varying number of training images. It is 

found that as number of training images increased 

recognition rate increases. Moreover each time City Block 

distance calculation give best results than other three 

measures for same number of training images.  

 

REFERENCES 

[1]   Vo Dinh Minh Nhat, Sungyoung Lee. Improvement        On PCA 

and 2DPCA algorithms for face  recognition        [C].CIVR 2005, LNCS 

3568,Pp:568-577            
 [2]   D.Q. Zhang, Z.H.Zhou.(2D)2PCA,Two-directional          two-

dimensional.PCA for efficient face representation         and recognition 

.Nerocomputig 
[3]   Zhao W., Chellappa R, Phillips and Rosenfeld, “Face        

Recognition: A Literature Survey”, ACM Computing        Surveys, Vol. 

35, No. 4, December 2003, pp. 399–458. 
[4]  Patil A.M., Kolhe S.R. and Patil P.M, 2D Face        Recognition 

Techniques: A Survey, International         Journal of Machine 

Intelligence, ISSN: 0975–2927,         Volume 2, Issue 1, 2010, pp-74-8 
[5]   G. H. Dunteman. “Principal Components Analysis”.         Sage 

Publications, 1989.  

[6]   Turk M. And Pentland A. Eigenfaces for recognition.          J. Cogn. 
Neurosci. 3, 72–86, 1991 

[7]   S. J. Lee, S. B. Yung, J. W. Kwon, and S. H. Hong,          “Face 

Detection and Recognition Using PCA”, pp. 84-87, IEEE TENCON, 
1999. 

[8]   Kohonen, T., "Self-organization and associative        memory", 

Berlin: Springer- Verlag,, 1989. 
[9]   Kohonen, T., and Lehtio, P., "Storage and processing        of 

information in distributed associative memory        systems", 1981.  

Face Image Under Test

Eigenface Data base mean image

Face Image Under Test Matched Face Image



ISSN (Print)    : 2319-5940 
ISSN (Online) : 2278-1021 

 
  International Journal of Advanced Research in Computer and Communication Engineering 

 Vol. 2, Issue 10, October 2013 

 

Copyright to IJARCCE                                                                                 www.ijarcce.com                                                                                      3904 

[10]  Fischler, M. A., and Elschlager, R. A., "The         representation and 

matching of pictorial structures",         IEEE Trans. on Computers, c-22.1, 
1973.  

[11]  Yuille, A.L., Cohen, D. S., and Hallinan, P. W.,         "Feature 

extraction from faces using deformable           templates", Proc. of CVPR, 
1989.  

[12]   Kanade, T., "Picture processing system by computer          complex 

and recognition of human faces", Dept. of          Information Science, 
Kyoto University, 1973.  

[13]  B.Moghaddam, and A. Pentland, “Probabilistic Visual        Learning 

for Object Representation”, IEEE         Transactions on Pattern Analysis 
and Machine        Intelligence, Vol. 19, No. 7, July 1997 

[14]   K. C. Chung, S. C. Kee, and S. R. Kim, “Face          Recognition 

using Principal Component Analysis of         Gabor Filter Responses”, p. 

53- 57, IEEE, 1999. 

[15]  Hossein Sahoolizadeh, B. Zargham Heidari, and C.         Hamid 

Dehghani, “A New Face Recognition Method         using PCA, LDA and 

Neural Network”, World         Academy of Science, Engineering and 

Technology          41008 
[16]     Kyungim Baek, Bruce A. Draper, J. Ross Beveridge,             Kai 

She, “PCA vs. ICA: A comparison on the             FERET data set”. 

[17]   B. Moghaddam, and A. Pentland, “An Automatic            System for 
Model-Based Coding of Faces”, pp. 362-           370, IEEE, 1995. 

[18]   Fleming, M., and Cottrell, G., "Categorization of           facesusing 

unsupervised feature extraction", Proc. of            IJCNN, Vol. 90(2), 
1990. 

[19]   T. Yahagi and H. Takano, “Face Recognition using           neural 

networks with multiple combinations of  categories,” International 
Journal of Electronics Information and Communication Engineering., 

vol.J77-D-II, no.11, pp.2151-2159, 1994. 

 

 

BIOGRAPHIES 

 

Shilpi Soni (B.E.) has completed her 

engineering from Chhatrapati Shivaji 

Institute of Technology College, Durg. She 

is pursuing ME from Chhattisgarh swami  

vivekanand Technical university, Bhilai in 

communication engineering branch. 

 

 

Mr.RajKumarSahu (M.Tech) is currently 

Working as Associate Professor in the 

Department of Electronics 

&Telecommunication Engineering in  

Chhatrapati Shivaji Institute of  Technology ,Durg (C.G) 

India and having total 9Years Experience of Teaching. He  

has published Two research papers in National conference 

and One research paper in International Journal. 

 

  

 

 

 

 

 

 

 

 

 

Chhatrapati Shivaji Institute of  

Technology ,Durg (C.G) India and 

having total 9Years Experience of 

Teaching. He  has published Two research papers in 

National conference and One research paper in 

International Journal. 

 

 

 


