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Abstract--High performance computing is possible through cluster computing where load is shared by a pool of networked 

servers. The cluster computing can serve jobs which are memory and CPU-intensive in batch processing model. Existing 

systems focused on balancing CPU loads ignoring page faults and I/O operations. Recently Xiao et al. explored policies to 

share loads that also consider memory usage in addition to load balancing in clusters. The policies can withstand 

predictable and unpredictable bursts in demands. In this paper we implement those policies and perform trace-driven 

simulations. The empirical results revealed that the proposed system is capable of capturing dynamic memory access 

patterns in the presence of uncertain workloads. Thus the policies are able to improve the performance in terms of 

execution of jobs by optimally utilizing memory and CPU resources.  

 

Index Terms – Cluster computing, load balancing, uncertain workloads, trace-driven simulations 

 

I. INTRODUCTION 

In this paper we considered a set of servers that work 

together in the form of a cluster. As part of cluster 

computing we consider the problem of load balancing in the 

presence of unpredictable workloads in terms of memory 

access patterns and CPU usage. The aim of the paper is to 

provide high-performance computing for jobs which are 

CPU and memory intensive. Using distributed resources 

such as memory, CPU, I/Os and so on, we implement load 

sharing policies that improve overall performance of the 

clusters in terms of load balancing and improving 

throughput of the network. Many existing load balancing 

schemes focused on CPU only [1], [2], [3], [4], [5], [6], and 

[15]. Moreover these schemes assume that the participant 

servers in the cluster have sufficient memory available. 

These schemes improved the performance of the clusters in 

terms of load balancing. With rapid development in CPU 

chips and other technologies, there are fewer problems with 

CPU but memory problem has to be focused. The memory 

related issues are ignored in existing systems.  

In this paper our main focus in both on CPU and also 

memory access patterns. This is because the speed of 

processors dramatically increased with technologies like 

RISC and VLSI technologies. Therefore there is speed gap 

between the RAM and processor. When jobs are executed in 

distributed environment in clusters, it is essential now to 

consider memory as it has lagged behind in development 

when the new technologies are considered with respect to 

improving CPU speed. Memory access is very important for 

every application that runs in any operating environment. 

The demand for data access is increased dramatically so as 

to serve information needs of the people. The rapid growth 

of networking and Internet also contributed to this factor. 

Page faults are the common problem being witnessed. 

Memory miss latency is more than 1000 times when 

compared to memory hit [7], [8]. Therefore it is very 

important to minimize the page faults. This can be achieved 

by balancing memory usage along with CPU load balancing. 

When any node’s memory is not in use, its memory is used 

by other nodes to balance load. This kind of requirement is 

actually the need of the hour. 

In this paper we implement load sharing policies that 

focused on both CPU load balancing and also balancing of 

memory access patterns in order to improve the performance 

of execution of jobs in the clusters. The overall throughput 

of the network is dramatically improved with this 

consideration. The rest of the paper is structured as follows. 

Section II reviews literature which is relevant to load 

balancing in clusters. Section III provides the proposed load 

balancing policies. Section IV presents the experimental 

results while section V concludes the paper.  

 
II. RELATED WORKS 

Apart from load balancing in terms of CPU, there are related 

works that focused on memory resource for load balancing 

[9], [10], [11], and [12]. The early study made in [1] shows 

that memory of nodes that are not idle is used for load 

balancing. However, when compared with CPU based 
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polices, this study could not prove effective as the CPU 

cycles were costly when compared to memory that time. 

However, the rapid pace in which the CPU technologies 

grow later pushed the memory resource to lag behind. This 

is the reason why there is the need for the balancing the 

usage of memory as well. To attempt page faults overhead, 

global memory concept is used in [13], and [10]. They used 

remote paging techniques in order to achieve global memory 

concept. DoDo [12] was introduced in order to improve 

throughput of clusters by using memory efficiently. The 

global memory is actually is in the local systems. The 

memory which is present in all the participating nodes in the 

cluster becomes global memory that cluster. When the 

memory which if free is greater than certain threshold, it is 

considered for load balancing [11]. In this paper instead of 

considering only memory, we consider both CPU and 

memory both for load balancing which improves 

performance of the network.  

In this paper we focus on the problem of predictable 

memory access and also unpredictable memory access 

patterns. In other words our study focused on the load 

sharing with unknown memory demands. In order to achieve 

load balancing in such scenarios, we implemented load 

sharing schemes that made use of both CPU and memory 

which is globally available for load balancing.  

 

III. PROPOSED LOAD BALANCING POLICIES 

The proposed load balancing policies are aimed at 

improving the overall performance of the clusters in terms of 

processing or executing jobs effectively. We consider the 

problem of unknown workloads that cause problems in 

processing. It does lower the throughput of the network. To 

overcome this problem we consider both the CPU and 

memory sharing globally so as to improve the execution 

process in the cluster. We are making the following 

assumptions.  

 

 Global load index is maintained by each node in the 

cluster. This information gets updated periodically.  

 The load balancing scheme determines the node 

that has to process the jobs.  

 During job executions, the page faults are 

uniformly distributed.  

 The memory load of given job is 40% of the 

memory that has been requested for the job.  

We use the load index available at each node for load 

balancing in terms of CPU usage and also the memory 

usage. The load index is computed as follows. 

 
Where j represents a node. RAMj represents the amount of 

available RAM on given node. MLj represents the memory 

load out of the total memory.  

 

CPU Based Load Sharing 

In each node of the cluster, the load index indicates the 

length of CPU waiting queue Lj. Each CPU has its threshold 

represented as CTj which is the maximum number of jobs. 

The CPU threshold is verified every time when request is 

made and decision is made to make use of this node or not. 

If this node does not the satisfy the condition Lj < CTj the 

load is balanced by considering a remote node which 

satisfies the condition as it has less load in terms of CPU.  

 

Memory Based Load Balancing 

We do not use Lj. Instead we use memory load in order to 

represent load index (MLj). For every request that arrives a 

condition is verified that is MLj<RAMj. If the condition is 

satisfied, the job gets executed in the local node otherwise it 

is balanced by giving it to a remote node that can satisfy the 

condition. Here is an important point considered. The 

memory based load balancing is used when there is no 

sufficient memory. When the memory is very sufficient then 

it is ignored and CPU based load balancing is applied. Load 

sharing is done with unknown memory demands also. This 

is achieved by analyzing workload traces. We also use a 

page faults model in order to characterize it in the solution. 

The paging rate model is computed as follows. 

 
Memory Centric Load Sharing Scheme 

While the load sharing system is on, the following algorithm 

is executed in order to achieve memory centric load sharing. 
 

 
Fig. 1 – Memory centric load sharing 
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As can be seen in figure 1, the memory centric load sharing 

mechanism performs load balancing based on the threshold 

and condition explored earlier. When the workloads exceed 

thresholds with respect to page fault rate based, working set 

size based, age based, and CPU memory or I/O based 

decisions are made accordingly to balance load to maximize 

throughput of the network. More technical details can be 

found in [14].  

 
Workload Traces 

Workload traces are collected from the datasets provided by 

Los Alamos National Lab. The traces contain details like 

number of requests, nodes, load of the nodes in terms of 

memory and CPU, the available resources in the nodes of 

cluster and so on. With respect to jobs, the trace contains 

arrival time, arrival node, requested memory size, requested 

CPU time.  

 
IV. EXPERIMENTAL RESULTS 

The trace based experiments are made in order to test the 

efficiency of the proposed sharing policies. The experiments 

are made in terms of average page fault rate, paging time 

reduction, memory threshold, paging time, memory 

threshold vs. migration time, and memory threshold vs. 

queuing time.  

 

 

Fig. 2 – Average page fault rate vs. mean showdown (May 

trace) 

As can be seen in figure 2, it shows the average fault rate 

and mean show down for load balancing policies like CPU, 

MEM, CPU_MEM_HP and CPU_MEM_HT for May trace.  

 

 
Fig. 3 – Average page fault rate vs. mean show down (June 

trace) 

 

As can be seen in figure 3, it shows the average fault rate 

and mean show down for load balancing policies like CPU, 

MEM, CPU_MEM_HP and CPU_MEM_HT for June trace.  

 

 

Fig. 4 – Average page fault rate vs. mean showdown (July 

trace) 

As can be seen in figure 4, it shows the average fault rate 

and mean show down for load balancing policies like CPU, 

MEM, CPU_MEM_HP and CPU_MEM_HT for July trace.  
 

 
Fig. 5 – Average page fault rate vs. mean showdown 

(August trace) 
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As can be seen in figure 2, it shows the average fault rate 

and mean show down for load balancing policies like CPU, 

MEM, CPU_MEM_HP and CPU_MEM_HT for August 

trace.  

 

Fig. 6 – Paging time reduction 

As can be seen in figure 6, it shows the paging time 

reduction percentage for load balancing policies like MEM, 

CPU_MEM_HP and CPU_MEM_HT.  

 

 

Fig. 7 – Queuing time reduction 

As can be seen in figure 7, it shows the queuing time 

reduction percentage for load balancing policies like MEM, 

CPU_MEM_HP and CPU_MEM_HT.  

 

 

Fig. 8 – Memory threshold vs. slowdown 

As can be seen in figure 8, it shows the memory threshold 

and slowdowns with attributes such as age, pf-rate, work 

size, and combined.  

 
Fig. 9 – Memory threshold vs. paging time 

 

As can be seen in figure 9, it shows the memory threshold 

and paging time with attributes such as age, pf-rate, work 

size, and combined.  

 

Fig. 10 – Memory threshold vs. migration time 

As can be seen in figure 10, it shows the memory threshold 

and migration time with attributes such as age, pf-rate, work 

size, and combined.  

 

Fig. 11 – Memory threshold vs. queuing time 

0
5

10
15
20
25
30

P
ag

in
g 

Ti
m

e
 

R
e

d
u

ct
io

n
(%

)

MEM

CPU_MEM_HP

CPU_MEM_HT

0
10
20
30
40
50

Q
u

e
u

in
g 

Ti
m

e
 

R
e

d
u

ct
io

n
(%

)

MEM

CPU_MEM_HP

CPU_MEM_HT

0

2

4

6

8

10

12

14

-15% -5% 0% 5% 15%

Sl
o

w
d

o
w

n
s

Memory Threshold

age

pf-rate

worksize

combined

0

50

100

150

200

250

300

350

-15% -5% 0% 15% 5%

P
ag

in
g 

Ti
m

e
(s

)

Memory Threshold

age

pf-rate

worksize

combined

0

20000

40000

60000

80000

100000

-15% -5% 0% 5% 15%

M
ig

ra
ti

o
n

 T
im

e
s(

s)

Memory Threshold

age

pf-rate

worksize

combined

0

200000

400000

600000

800000

1000000

-15% -5% 0% 5% 15%

Q
u

e
u

in
g 

Ti
m

e
s(

s)

Memory Threshold

age

pf-rate

worksize

combined



ISSN (Print)    : 2319-5940 
ISSN (Online) : 2278-1021 

 
  International Journal of Advanced Research in Computer and Communication Engineering 

 Vol. 2, Issue 10, October 2013 

 

Copyright to IJARCCE                                                                                    www.ijarcce.com                                                                                       3963 

As can be seen in figure 8, it shows the memory threshold 

and queuing time with attributes such as age, pf-rate, work 

size, and combined.  

 
V. CONCLUSIONS 

In this paper we focused on the improving the performance 

of clusters by optimally balancing memory and CPU 

resources. To achieve this we implemented various load 

sharing policies. We assume that jobs are uncertain. It does 

mean there are known and unknown demands with respect to 

jobs execution. Unless the workload is balanced, the cluster 

computing cannot improve performance. Our sharing 

policies consider both CPU and memory resources to 

balance the load. As there are unknown memory demands 

and unpredictable memory access patterns, our policies 

optimize the usage of CPU and memory resources and 

balance load for improving jobs execution performance of 

clusters. We tested our sharing policies with trace-based 

simulations. The empirical results reveal the effectiveness of 

the proposed solution.  
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