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Abstract:Data mining is a phenomenon which analyzes large volumes of data and extracts patterns that can be converted to 

useful knowledge. The data mining techniques can be applied on medical data which has abundant scope to improve 

Quality of Service in Healthcare industry. Electronic health records and other historical medical data available in textual 

and graphical formats are a gold mine to researchers in the field. Medical data mining techniques analyze latent medical 

attributes and the relationships among them to bring about expert decisions in curing diseases. Data mining techniques can 

also be used toknow the frequently occurring diseases in the local databases. In this paper we present a methodology to 

discover locally frequent diseases with the help of Apriori data mining technique. We also used visualization techniques to 

present the trends graphically. We built a prototype application that demonstrates the efficiency of the method. The 

empirical results revealed that the prototype is useful and can be used in real world Healthcare tools.  

 

Index Terms: Data mining techniques, frequent item sets, medical data mining, locally frequent patterns, Apriori 

 

I. INTRODUCTION 

Analyzing medical data has significant utility in modern 

times. Large volumes of data are being accumulated data by 

day in healthcare domain. By analyzing this data latten 

patterns can be discovered. Data mining techniques help to 

analyze and establish hidden relationships among the 

attributes of medical data. This sort of knowledge discovery 

is very useful in many real time applications including 

disease detection, diagnosis, disease classification, 

predicting breast cancer survivability, finding whether back 

surgery fails or succeed, decision support systems in clinical 

applications. Many algorithms came into existence for 

general data mining and also for medical data mining. 

Classification accuracy of diabetic records is explored in [1] 

using SVM. For examination of laboratory records trajectory 

mining was explored in [3] using cluster analysis method on 

hepatitis dataset. In [4], [5], [6], [7], [8], [9], and [10] 

experiments were made on medical data mining. Their 

methods have revealed improvement in healthcare 

maintenance. For high quality information retrieval from 

medical data sources is made through KDQL (Knowledge 

Discovery Question Language) [11]. Multi-stage medical 

diagnosis is explored in [12] using diagnostic taxonomy and 

rules. A medical diagnostic system was proposed in [15] for 

effective discovery of knowledge. Heart disease prediction is 

explored in [17].  

 

 
 

The research which is close to our work is in [16] where 

frequent itemssets were found from medical data sources. 

The difference between [16] and our approach is that we 

used pre-processing to associate numerals to all discrete 

values and we made necessary modifications to the generic 

Apriori algorithm. Our contributions in this paper are as 

described below.  

 Proposing a modified Apriori algorithm for finding 

locally frequent diseases. The algorithm also 

includes pre-processing which associates numeric 

values with discrete values so as to improve the 

performance of algorithm.  

 The results of our algorithm can help organizations, 

governments to make well informed decisions with 

respect to locally frequent diseases. The empirical 

results revealed that the algorithm is efficient in 

finding locally frequent diseases. Our visualization 

graphs help experts in healthcare domain to grasp 

the facts pertaining to prevailing diseases locally 

just by a glance.  

 

The remainder of this paper is structured as follows. Section 

II reviewed literature pertaining to medical data mining, and 

various prior works that throw light on medical data mining 

techniques. Section III presents our modified Apriori 

algorithm which is meant for finding locally frequent 
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diseases. Section IV presents experimental results that 

reflect locally frequent diseases from various viewpoints 

while section V concludes the paper.  

 

II. RELATED WORKS 

In healthcare domain, many data mining techniques have 

been used to discover actionable knowledge from medical 

datasets. They are used to extract the latent relationships 

which were not exploited earlier for knowledge discovery 

[2]. Balakrishnan and Narayanaswamy [1] proposed a 

feature selection approach for classification accuracy which 

can classify type II diabetes records. The feature selection is 

associated with SVM ranking for improving classification 

accuracy.Tsumoto and Hirano [3] studied trajectory mining 

techniques in order to analyze laboratory examinations. 

Multiple trajectories are used and compared one with other 

trajectory to discover data dynamics. To achieve this they 

proposed a novel cluster analysis method which was applied 

on hepatitis dataset and discovered interesting results.  

 

Abe et al. [4] proposed data mining environment for 

integrated time-series for medical data mining. For 

extracting useful clinical knowledge from medical databases 

medical time-series data mining is essential. The 

environment makes use of inputs from medical experts to 

obtain quality results. Su et al. [5] studied three data mining 

techniques for discovering actionable knowledge from 

medical database. They are Back Propagation Neural 

Network, C4.5 for decision tree, and Bayesian Network. 

They used tongue related dataset and cytology dataset for 

experiments. Out of the three algorithms, the best 

performance was shown by BPN with 96.0% accuracy. 

Jiquan et al. [6] studied on heterogeneous medical data and 

proposed a term-mapping frameworkfor improving medical 

data mining process. Here the miscall data sources are 

mapped to various medical terminology for simplifying 

mining process.Seng et al. [7] studied on medical data 

mining and sharing of patients’ health records securely with 

respect to telemedicine. They discussed web based data 

mining techniques for telemedicine. Their methods 

improved the overall healthcare management.  

 

Abidi and Hoe [8] focused on automatic extraction of 

symbolic rules from medical data sources. They used a 

hybrid approach which includes data descretization and data 

clustering for symbolic rule discovery. To achieve this they 

proposed a generic workbench for medical data mining. 

Tsumoto[9] studied on the problems of medical data mining. 

The problems identified include missing values, data storage 

issues, coding systems and related problems. Ghannad-

Rezaie et al. [10] presented a new medical data mining 

approach based on advanced swam intelligence. As medical 

data mining techniques, this approach addresses problems 

identified in [9] such as missing values, storage and coding 

problems. They built an application that is meant for surgery 

candidate selection in temporal lobe epilepsy. Their method 

has shown highquality in the results.  

 

Müller et al. [11]proposed an intelligent data mining 

technique. They built a query language by name Knowledge 

Discovery Question Language (KDQL) that is meant for 

discovery high quality information from medical data 

sources containing therapeutic and diagnostic measures. 

Tsumoto [12] presented an approach for multi-stage medical 

diagnosis through mining of diagnostic rules and diagnostic 

taxonomy. For grouping medical diseases, they used a 

measure which has three procedures namely characterization 

of attributes for decision making, computing similarity 

between characterization sets, and the concept hierarchy for 

given classes. Hai Wang and Shouhong Wang [13] studied 

on medical knowledge acquisition through data mining. 

They have explored various data mining algorithms for 

knowledge discovery. They include classification, 

clustering, association rule mining, regression analysis, 

sequence mining, and outlier detection.  

 

Khan et al. [14] explored decision tree algorithm for medical 

data mining. Especially they applied the algorithm for 

classification of medical images. Expert knowledge 

discovery is possible with this medical data mining approach 

which visualized decision tree that can be used in expert 

decision making systems. Shim and Xu [15] proposed a 

medical diagnostic system through medical data mining. The 

system is based on BYY Binary Independent Factor 

Analysis. They made experiments are diagnosing liver 

diseases. The results revealed that their system is providing 

accurate results. Ilayaraja and Meyyappan [16] explored 

Apriori algorithm for medical data mining. They focused on 

identifying frequent diseases. The association rule based 

algorithm could identify frequent diseases. This work is 

close to our work in this paper. The main difference is that 

we modified the original Apriori algorithm in order to make 

it suitable for finding locally frequent diseases. Carlos 

Ordonex [17] studied the problem of heart disease 

prediction. This researcher identified constrained association 

rules for the purpose. The constraints considered include the 

appearance of attributes only at one side of rule; attribute 

segregation into uninterested groups, and restriction on 

number of attributes. With these constraints the number of 

discovered rules was reducing making the solution more 

suitable for the prediction of heart diseases.  

 

Antonie et al. [18] studied data mining techniques for tumor 

detection. The experiments are related to digital 

mammography. The data mining techniques explored to 

achieve this are association rule mining and neural networks. 

With the two algorithms they could achieve classification 

accuracy up to 70%. Barati et al. [19] applied data mining 
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techniques on skin diseases. They also explored other 

diseases. For instance association rule mining was found 

suitable for cancer diagnosis. They have focused on the skin 

disease classification with respect to dermatology. They 

used techniques like Genetic algorithms, fuzzyclassification, 

andneural networks. They found that clustering medical 

images has very important utility in medical data mining. 

Bellaachia et al. [20]studied the problem of prediction of 

survivability of Brest cancer patients. They used three 

different data mining techniques to discover the survivability 

probability of breast cancer patients. They include decision 

tree algorithm such as C4.5, Naïve bayes and back 

propagation neural network. Out of them they found C4.5 

provides better performance. Heart disease prediction system 

and heart attack prediction system were presented by 

Subbalakshmi et al. [21] and Deepika et al. [22] 

respectively. Both the systems work on similar datasets for 

detectingheart diseases.  
 

III. MODIFIED APROIRI ALGORITHM 

The generic Apriori algorithm has been altered in order to 

find locally frequent diseases through medical data mining. 

This algorithm is used to find frequent itemsets from which 

association rules can be generated. The aim of this paper is 

to find locally frequent diseases from the medical dataset. 

Frequent itemsets are the set of items that have minimum 

support in the given dataset. As per Apriori a subject of a 

frequent itemset should also be a frequent itemset. For 

instance consider the itemset {A, B} in which both {A} and 

{B} must be frequent itemsets. The algorithm generates 

frequent itemsets iteratively for 1 to k. The pseudocode of 

the algorithm used in this paper is presented in listing 1.  

 

 

Listing 1 – Modified Apriori algorithm for finding locally 

frequent diseases 

The modified apriori algoritmtakes medical dataaset and 

minimum support as inputs and generated locallyfrequent 

diseases from given medical data. Prior to applying the 

algorithm, the data set is pre-processed to associate numerals 

to discrete values for easy processing. The algorithm 

generates statistics pertaining to frequnent itemsets that 

satisfy minimum support provided.  
 

IV. EXPERIMENTAL RESULTS 

We built a prototype application to evaluate the proposed 

algorithm for finding locally frequent diseases. The 

application is built in Java platform using Net Beans IDE. 

The environment used to build and test application includes 

a PC with 4 GB RAM, core 2 dual processor running 

Windows 7 operating system. The dataset is collected from 

Abha Private Hospital in Saudi Arabia. The training dataset 

contains electronic records of around 2000 patients. The 

dataset contains attributes like name, address, age, sex, 

disease, date, symptoms and so on for the year 2012-13. 

Number of diseases in the dataset are 17. The modified 

aproiri algorithm is employed to discover locally frequent 

diseases. The results are presented in table 1. These results 

reflect all diseases without minimum support value from 

domain expert.  

 

 

Table 1 – Experimental results 

As seen in table 1, the frequency of occurrence of various 

diseases over a period of 12 months is presented. The least 

locally frequent disease is Right Lnguinal Hernia while the 

most frequent diseases are Recurrent Adenotonsillitis and 

Recurrent Tonsillitis.  Acute Follicular Tonsillitis and 

Chronic Tonsillitis have 2
nd

 and 3
rd

 most locally frequent 
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diseases. Figure 1 shows the frequencies of all diseases 

graphically.  

 

Fig. 1 – Illustrates the trend of occurrence of locally frequent 

diseases 

Figure 1 visualized the frequency of various diseases. The 

diseases that have highest occurrence include Recurrent 

Adenotonsillitis and Recurrent Tonsillitis while the least 

occurred disease is Right Inguinal Hernia. Table2 shows the 

occurrence of diseases over a period of time based on the 

support value mentioned by domain expert.  

 

 

Table 2 – Illustrates locally frequent diseases based on 

support 

Table 2 shows all diseases considered in dataset and 

occurrence with respect to given support value. As the 

support value increases, many diseases that do not satisfy the 

support values are omitted from the results. For this reason, 

when compared with figure 1, the figure 2 has shown less 

number of diseases as some of the diseases do not come 

under the given support. For instance Acute Severe 

Asthmatic Bronchitis, Adenoid Hypertrophy, 

Haemorrhoidectomy, and Right Inguinal Hernia do not 

satisfy support 0.2. In the same fashion, some diseases do 

not satisfy support value 0.3 and 0.5.  
 

 

Fig. 2 – Illustrates the trend of occurrence of locally frequent 

diseases (0.2 support) 

Figure 2 visualizes the frequency of various diseases that 

satisfies the support value 0.2. The diseases that have highest 

occurrence include Recurrent Adenotonsillitis and Recurrent 

Tonsillitis while the least occurred disease is Influenza. The 

diseases that do not have 0.2 support are Acute Severe 

Asthmatic Bronchitis, Haemorrhoidectomy, Adenoid 

Hypertrophy and Right Inguinal Hernia.  
 
 

 

 

 

 

 

 

 

 

 

Fig. 3 – Illustrates the trend of occurrence of locally frequent 

diseases (0.3 support) 

Figure 3 visualizes the frequency of various diseases that 

satisfies the support value 0.3. The diseases that have highest 
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occurrence include Recurrent Adenotonsillitis and Recurrent 

Tonsillitis while the least occurred disease is Bilateral 

Varicoceles. The diseases that do not have the given support 

include Acute Bronchiolitis, Acute Gastroenteriti, Acute 

Severe Asthmatic Bronchitis, Adenoid Hypertrophy, 

Haemorrhoidectomy, Hyperpyrexia, Influenza, Laparoscopic 

C Holecystectomy, Primigravida, and Right Inguinal Hernia.  

 

 

Fig. 4 – Illustrates the trend of occurrence of locally frequent 

diseases (0.5 support) 

Figure 4 visualizes the frequency of various diseases that 

satisfy the support value 0.5. The diseases that have highest 

occurrence include Recurrent Adenotonsillitis and Recurrent 

Tonsillitis while the least occurred disease is Chronic 

Tonsillitis. The diseases that have the given support include 

Acute Follicular Tonsillitis, Chronic Tonsillitis, Recurrent 

Adenotonsillitis, and Recurrent Tonsillitis.  

 

 

Fig. 6 – Month wise count of occurrence of diseases 

Having understood the frequency of diseases, it is useful to 

know the number of diseases that occur each month. Figure 

6 shows the details of the same. As per the results in April 

there is less number of diseases occurred. In August highest 

number of diseases occurred. The total number of diseases in 

the dataset is 17. Their occurrence is spread across the 

months. On average the percentage of diseases occurred is 

11.5.  
 

 

Fig. 7 – Number of patients victimized by the diseases 

Having understood the number of disease spread across the 

months, it is useful to know the number of patients 

victimized by the diseases in each month. Figure 6 shows the 

details of the same. As per the results in October there is 

least number of patients are victimized. In March highest 

number of patients is victimized. Average number of 

patients victimizes is 78.6667.  
 

V. CONCLUSIONS AND FUTURE WORK 

In this paper we proposed and implemented a modified 

Apriori algorithm that is meant for discovering locally 

frequent patterns from medical data sources. The dataset is 

collected from Abha Private Hospital in Saudi Arabia. 

Various data mining techniques were used earlier for 

medical data mining. However, for finding locally frequent 

disease we thought of adapting Aproiri as it is suitable for 

discovering frequent patterns. We modified the Apriori 

algorithm with pre-processing step that makes the algorithm 

work efficiently. Our algorithm can generate locally frequent 

diseases and visualize the experimental results in various 

view points. We built a prototype application to demonstrate 

the proof of concept. The empirical results reveal that our 

algorithm has plenty of scope to improve the Quality of 

Service in healthcare industry. Our work is significant in the 

context where electronic health records and other historical 

medical data available in textual and graphical formats are a 

gold mine to researchers in the field. Our prototype is useful 

and can be incorporated into real world Healthcare tools. 
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One future direction we have in mind is working on 

discovering temporally frequent diseases in near future.  
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