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Abstract: Data clustering is a popular approach for automatically finding set of objects into a specific number of clusters. Clustering is largely used in many fields including text mining, information retrieval and pattern grouping. Particle Swarm Optimization (PSO) is a population-based optimization algorithm modeled after the simulation of social behavior of bird flocks and widely used for optimize problem solving. In clustering problem PSO gives optimal solution but takes long time (so called iterations) to find the optimum solution. The hybrid PSO and K-means algorithm is developed to automatically detect the cluster centers of geometrical structure data sets. The proposed algorithm gives the benefits for each of two-merged algorithms. K-means is fast algorithm, PSO optimize the solution. The implementation of the hybrid K-means PSO structure is realized in hardware. The clustering based on hybrid K-means PSO architecture is described by different technique for hardware description (i.e. block diagram) and implemented on field programmable gate array (FPGA). Its feasibility is verified by experiments. Results show that the proposed architecture implemented on the FPGA has a good clustering technique especially for testing with color reduction for true color video.
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I. INTRODUCTION

Clustering involves dividing a set of objects into a specified number of clusters [1][2][3]. Clustering is widely used in unsupervised document organization, pattern recognition, image processing, segmentation, vector quantization and information retrieval. Clustering algorithms can be divided into four main classes: partitioning methods, hierarchical methods, density-based clustering and grid-based clustering. An extensive survey on clustering techniques is described in [1][2][3][4]. Several papers have highlighted the efficiency of approaches inspired from the nature. In particular, a variety of algorithms inspired from the swarm intelligence observed from the ants behaviors such food hunting and nest building or from simulation of social behavior of bird flocks, both have been introduced for solving several combinatorial optimization problems.

The major problem of K-means algorithms is that it is sensitive to the selection of the initial cluster and may converge to the local optima. Therefore, the initial selection of the cluster centroids decides the main processing of K-means and the clustering result of the dataset. The same initial centroids in a dataset will always generate the same clustering result. On other hand, the optimization algorithms, like ACO (Ant Colony Optimization) or PSO, both can run for clustering and give good result but the drawback is from the requested time consumed (number of iterations). Recently, hybridization between normal cluster technique (k-means, Self Organized Maps) and optimized techniques (ACO and PSO) give the best feature of two terms of hybridization, i.e. the optimum clustering result reached fast.

In this paper, we present a hybrid PSO and K-means document clustering algorithm that performs fast clustering and can avoid being trapped in a local optimal solution as well. The hardware implementation of the proposed hybrid PSO and K-means is studied and presented using field programmable gate array (FPGA). The designed structure mainly concerns color reduction for true color images [4][5][6].

Three approaches can be used to implement proposed hybrid PSO and K-means systems exist: microprocessor-based (software), dedicated ASIC and FPGA-based solutions. Software offer maximum flexibility to build different systems. However, PSO systems are highly parallel and microprocessor-based solutions perform poorly compared to their hardware counterparts. Dedicated ASIC is the best solution for achieving good performance, but such an approach dramatically reduces the adaptability of the system. Finally, FPGA-based systems provide both higher performance for parallel computation than software solutions and enhanced flexibility compared to ASIC thanks to their dynamic partial reconfiguration feature. They thus constitute the best candidate for evolving hardware. Moreover, their run-time reconfiguration features can be used to reduce execution time by hardwiring computationally intensive parts of the algorithm.

II. CLUSTERING

The problem of clustering is to partition a data set consisting of N points into K distinct set of clusters such that the data points within a cluster are more ‘similar’ among them than to data points in other cluster. The term similar, when applied to clusters, means closer by some similarity measure. The Euclidean and Manhattan distance between two dots in the document vector space can be...
used to compute how similar the two documents represented by the two dots are. In order to manipulate equivalent threshold distances, considering that the distance ranges will vary according to the dimension number. Manhattan distance will be implemented to reduce mathematical operations. This algorithm uses the normalized Manhattan distance as the similarity metric of patterns $m_n$ and $m_i$ in the vector space. Equation 1 is the distance measurement formula.

$$d(m_r, m_j) = \sum_{k=1}^{m} \left| m_{rk} - m_{jk} \right| / dm \quad (1)$$

Where $m_r$ and $m_i$ are two vectors, $dm$ (adjust subscript) is the dimension number of the vector space. The vector dimension is $dm$. The two terms of proposed hybrid Kmeans-PSO will be studied in this section.

2.1. K-means Clustering Algorithm

K-means is simple unsupervised learning algorithms that solve the well-known clustering problem [7][8]. The procedure classifies a given data set through a certain number of clusters [8][9]. A prior knowledge of number of clusters is must for K-means clustering algorithm. The k-means clustering algorithm partitions data points into $k$ clusters. The better choice of centroids is to place them as much as possible far away from each other. The next step is to take each point belonging to a given data set and associate it to the nearest centroid. The new values for centroids are computed. A loop is generated for previous two steps. The loop is repeated until the change of centroids values is limited.

The K-means clustering algorithm as follows:

1. Initialize the centroids using random samples.
2. Decide membership of the patterns in one of the K-clusters according to the minimum distance from cluster center criteria.
3. Calculate new $C_i$ centers as:

   $$C_i = \frac{1}{n_i} \sum_{d_i \in S_i} d_i \quad (2)$$

   Where $n_i$ is the number of data items in the $j^{th}$ (adjust subscript) cluster

4. Repeat steps 2 and 3 until there is no change in cluster centers.

2.2. PSO Clustering Algorithm

The objective of the PSO clustering algorithm is to find out the proper centroids of clusters for minimizing the intra-cluster distance as well as maximizing the distance between clusters [4][5]. In the PSO clustering algorithm, the multi-dimension pattern vector space is modelled as the problem space in PSO. Each term in the pattern represents one dimension of the problem space. Each pattern vector can be represented as a dot in the problem space. A single particle in the swarm represents one possible solution for clustering the document collection. Therefore, the swarm represents a number of candidate clustering solutions for the document collection. Each particle maintains a matrix $X_i = (C_1, C_2, ..., C_n, C_k)$, where $C_i$ represents the $i^{th}$ cluster centroid vector and $k$ is the number of clusters. At each iteration, the particle adjusts the centroids vectors’ positions in the vector space according to its own experience and that of its neighbour particles. The average distance between a cluster centroid and a document is used as the fitness value to evaluate each particle has represented solution. The fitness value is measured by below equation

$$f = \frac{1}{N_c} \sum_{i=1}^{N_c} \left\{ \sum_{j=1}^{p_i} d(O_i, m_j) \right\} \quad (3)$$

Where $m_j$ is the $j^{th}$ vector, which belongs to cluster $i$, $O_i$ is centroid vector of $i^{th}$ cluster, $d$ is the distance between $m$ and centroid vector $O_i$. $P_i$ stand for the pattern number, which belong to cluster $C_i$. $N_c$ stands for the cluster number.

2.3. Hybrid PSO and K-means Clustering Algorithm

K-means is faster than the PSO to find the final color-map (centroids). However, the k-means is less accurate than PSO, in addition that the problem of local minimum. PSO normally solve these problems but with long time (number of iterations). Merging between two algorithms is presented by many researcher [10][11]. The order of PSO relative to K-means is the main difference among these researches. In [12] of hybrid PSO k-means structure, k centroids assigned randomly to each particle of the swarm and each particle run number of iteration of k-means internal and then all particle update its centroids by PSO updating functions (velocity and position). This iteration is repeated until termination criteria occurred. In [13], the PSO iteration run first and the best one will be used as initial value for k-means iteration. On other words, some researchers concern on pre-clustering approach and the other concern on post-clustering approach.

III. PROPOSED MODEL

The proposed hybrid technique also is based on k-means and PSO. Our concern is hardware implantation using FPGA, on other words, increase compactness and speed in presence of sufficient accuracy. The algorithm seems as merging of k-means and PSO algorithms together in the same time. Only one of the particles is work k-means and PSO while other particle works only by PSO algorithm. In second step, determine the nearest cluster for each particle centroids by Calculate the distance using Euclidean distance. The comparison between item of data set and all centroids for each particle perform in pipeline manner a will be discuses later. Also, in the same step an accumulation for the real data for each cluster for particle number one only which work as k-means clustering. While the other particle work with PSO algorithm which no need for this accumulation but only need summation of divination (distance between the original value of data set item and the center of nearest centroid).
3.1. The Flowchart of Proposed Hybrid Model

The algorithm starts with running k-means for low number iterations, the output result from K-means will feed as input one particle of the swarm while the other particles are initialized randomly. The flowchart of hybrid PSO–Kmeans is shown in Figure 4.

3.2. The Abstract Architecture of Proposed Hybrid Model

The abstracted architecture for each technique is built. The techniques differ in order between PSO and Kmeans. There are two techniques; the first technique runs the kmeans for each particle at each iteration before running PSO for all particle of the swarm. The second technique uses the PSO for all particles of the swarm and the final result is fed to Kmeans to optimize the best solution found by PSO. The proposed algorithm runs both of PSO and kmeans simultaneously. One particle run kmeans while the whole particle work as PSO and run updating equations of PSO algorithm. The proposed algorithm gives the same optimization result of first technique while the complexity and number of iterations are reduced. In addition the speed of optimization is increased. Also, the problems from kmeans are limited. The timing analysis for the proposed algorithm is studied.

IV. Real Time Systems

The main constrain for any real time video processing is time constrain. The standard of video signal is 25 or 30 frame per second for PAL or NTSC standards. Therefore, the main aim of the proposed algorithm is to guarantee this constrain. For this purpose, the proposed algorithm works in time constraint technique. Therefore, the number of iteration for the algorithm is constant and the algorithm does not depend on satisfaction of level of optimization.

4.1. Modification for proposed algorithm for video processing

The proposed algorithm guarantees a level of parallelism as listed before. As long as the changes between two cascades frames in video stream are small, also the change of centroids for cascaded frames is also small. So, the algorithm is modified by cancelling the first step of the algorithm (in which we assign random initialization for all particles of the swarm at each frame starting).

The modification guarantees two advantages:
- The time required for the swarm to reach to sufficient level of optimization which depends on centroids of the particles is very low, and then it spend the time of frame for optimization only.
- The number of iteration for next frame is seemed like double or triple number of the first frame. The result of this modification for more optimization will be shown later.

4.2. Timing Analysis

The time in video processing is very important. In video with 25 frames per second the time allowed for processing one frame is 1/25 second (40 mSec). So, the proposed system and then the proposed algorithm must guarantee this constrain, which will be seen in block diagram in the following chapter. Briefly the system store one frame into first system memory which has two ports (Dual Port Block Impeded RAM) in the same time the color reduction subsystem works and stores the reconstructed image into...
the second dual port RAM. On other hand another subsystem works as viewer for this frame into viewing device (VGA screen). So, as seen the algorithm of color reduction can take full time of one frame (i.e. 40 mSec). Many of video source work in interlaced manner, so the system can start working directly after odd line were received. The processing time can be expanded to 1.5 frame time. The algorithm has some parts that work in parallel processing (pure parallel and pipeline) plus some other parts that work in serial processing.

The Parallel Part:
All particles work at the same time of comparing the same pixel with its own first palette.

The Pipeline Part:
The next pixel pass through all particles (first item of palette) while the previous pixel handled by the all particle but the second item of palette.

The Serial Part:
- Calculating the new centroids of K-means Particle (only one particle).
- Calculating the new position (new centroids) for all particles.
The time required for completing the parallel and pipeline parts depends only on the number of pixels and not depended on the number of clusters.

\[ T_{\text{parallel}} = ( (C-1) \times T ) + ( N \times T ) \]

Where:
- \( N \) = number of pixels
- \( T \) = time required for processing one pixel (about 2 system clock, first clock for subtract pixel value with the centroid, second clock adding the differences)
- \( C \) = number of clusters

While \( N \) is very large comparing to \( C \) so, the first term can be negligible. And \( T_{\text{parallel}} \) become

\[ T_{\text{parallel}} = T \times N = 2N \]

The time of serial part :

\[ T_{\text{serial}} = T_{\text{kmeans}} + T_{\text{psd}} \]

\[ T_{\text{kmeans}} = C \times T_{\text{div}} \]

(\( T_{\text{div}} \): is the time for division operation for allocating new centroid of kmeans \( C \approx 20 \) system clock)

V. CLUSTER IMPLEMENTATION ON FPGA
The proposed algorithm was implemented on FPGA for the purpose of verification. It is implemented with Parallel and pipeline technique. The overall system works as real time video processing. It receives a video signal in PAL or NTSC standard video decoding and out the final result also in real time after image reconstruction. The system receives one video frame, and decodes it to seem as raw binary image and storing it into Dual Port memory into the FPGA chip. The internal Block Memory RAM can be configured into many different configurations. The suitable configuration for our system is built, which is Dual port of eight-bit interface. The overall system structure of FPGA based real time parallel hybrid PSO and Kmeans for color reduction is shown in figure 5.24.

Fig. 3 overall system structure for Hybrid PSO Kmeans module implemented on FPGA

The system use many different components out of the board like Video interface chip, SDRAM, Switches, LEDs, Seven Segment Display, and VGA analog interface chip.

5.1. Video Acquisition
The FPGA board is equipped with an analog devices ADV7181 TV decoder chip. The ADV7181 is an integrated video decoder that automatically detects and converts a standard analog baseband television signal (NTSC, PAL, and SECAM) into 4:2:2 component video data compatible with 16-bit/8-bit CCIR601/CCIR656. The ADV7181 is compatible with a broad range of video devices, including DVD players, tape-based sources, broadcast sources, and security/surveillance cameras. The registers in the TV decoder can be programmed by a serial I2C bus, which is connected to the FPGA.

5.2. Random Number Generation
PSO behaviour depends on the random number and the way to generate. The random number cannot be replaced by constant values that all particles of the swarm move in the same owned direction or all moves in the same position. The generation of random number in hardware is performed by Liner Feedback Shift Register (LFSR). The construction of LFSR can take many forms. Figure 4 shows the block diagram for LFSR with two outputs. The system needs multiple of random number in PSO calculation each LFSR generates two outputs numbers.

Fig. 4 the block diagram for LFSR with two outputs.

VI. SIMULATION AND RESULTS
Many of test phases were done for verifying system components. First, kmeans structure is built and tested with true color images. The reconstructed low color images are feedback to PC and viewed. The system feeds back to PC software to calculate the Mean Error (summation of Manhattan distance per each centroid) after each iteration of processing, and the number of pixels per each centroid. The second structure is built based on PSO.
The PSO structure also built to feedback all possible results (centroids, number of pixel per centroids, image after reconstruction, and mean error per each particle). Finally, the proposed structure is built. A PC software built to verify the result and calculate the MSE and also for comparison with other structures. Figure 5 shows how the effect of adding one kmeans with swarms of PSO.

![Image of PSO particles and kmeans particles]

**Fig. 5** the behaviour of proposed parallel PSO and Kmeans with Pepper true color image

The MSE of kmean is best and fast reached in earlier iterations, while the other particles give optimum result with recent iterations. Other type of simulation was presented to test each block of FPGA. Figure 6 shows the timing diagram for LFSR and two random numbers generation.

![Image of LFSR and random numbers]

**Fig. 6** the timing diagram for LFSR and two random numbers generation

Many structured have to be implemented until reaching final real time system.

- **The First system structure** is PC Simulator which is a PC based with GUI interface. This structure is based on the proposed algorithm but in sequential form. It helps us to readout the result of proposed algorithm and making the comparison with the output of other algorithms. In addition, it helps in tuning PSO parameters.

- **The Second structure** is FPGA Based that is built especially for testing algorithm after building on FPGA. This structure read an image from PC via serial interface, and run the color reduction algorithm in parallel form and returns the reconstructed image to PC via serial interface.

- **The Third structure** is the recommended structure, which is an FPGA based and work with real time video. In which a video signal was decoded into digital form, processing this frame, and again view the output reconstructed frames into VGA monitor.

The final structure was implemented on FPGA board and run with real time video. The real time videofeed to system from satalitte video receiver. The system can handle two types of video system (NTSC and PAL). The frames was processed in FPGA board and viewed by monitor with VGA input port. Figure 7 view a picture for the system work in real time.

![Image of hybrid PSO-Kmeans based color reduction on FPGA](image)

**Fig. 7** experimental environment for Hybrid PSO-Kmeans based color reduction on FPGA

**VII. CONCLUSION**

In this paper, the implementation of optimized color reduction using FPGA was proposed. PSO is used to find an optimum solution. Only simple operations are required to adjust the underlying parameters. We adapt and create some techniques to speed up the process. The experimental result demonstrates the implementation success of the proposed color reduction with the PSO algorithm using FPGA. Some of the features of the color reduction with the PSO algorithm can be summarized as follows: Color reduction is realized based on digital circuits, Hardware implementation of the PSO, and Hardware implementation can take advantage of parallelism to reduce the processing time.

In the future, as the FPGA capacity and speeding increase, more parallelism can take place to expand the size of image to be clustered. Also, hybrid techniques for PSO with other clustering techniques can be merged for more clustering optimality.
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